3.1 (a)

(b)

(c)

(d)

(e}

{f)

{g)

Zign) =2 =1 all z
Zin-1l=2""1 |2)>0

Zin+1]] =2  0<)z <o

Z[(%)n(u[n]-—u[n—lﬂ])]=§j:( )n %}0 o] >0




3.2.

n, 0<n<N-1 _
x[n]:{ N, N<n =n un] — (n — Nu[n — N}
d d 1
22 T g =
nzn < zdz){(z):anu[n,@ o p— 2] > 1
z—l
nu{n] < m |Z|>1
2~N-1
zgin—ngl < X(z)-z“““z#{nHN)u[n—N]@m |z| >
therefore 1 —Net - -
X(z):z -z 2Tl =277

A=zH T =y




3.3. (a)

2q[n} = ol <ol <l
-1 o
X.(2) = Z a "z 4 Za"z‘"
Aa=—0c n=0
= Za"z" + Za“z'“
n=1 n=0
_ az_ 1 _ 21— a?) ol < |2] < 1
T l-az l1-aez!' (-aziz-a) io
Xh;z)
N-1
poles pole zero
/ . Cancel
K i
N roots of 1
(b)
1, 0<n< N1 N-1 [ — =N N1
= 0, N< =X = A= = z%0
"o n<o )= 2Ty s ey
{c)

Te[n] = z5[n — 1] * zp[r] & Xo(2) = 271 Xp{z) - Xu(2)

N1

x = () = (o) sron




3.4. The pole-zero plot of X(z) appears below.

X(z)

/Nﬁt circle
T3 >
i& y 2

(a} For the Fourier transform of z[n] to exist, the z-transform of z[n] must have an ROC which includes
the unit circle, therefore, |3| < [2] < |2].
Since this ROC Lies outside %, this pole contributes a right-sided sequence. Since the ROC lies
inside 2 and 3, these poles contribute left-sided sequences. The overall z[n] is therefore two-sided.

(b) Two-sided sequences have ROC’s which look like washers. There are two possibilities. The ROC’s
corresponding to these are: [§| < |z| < |2} and [2] < || < |3},

(c) The ROC must be a connected region. For stability, the ROC must contain the unit circie. For
causality the ROC must be outside the outermost pole. These conditions cannot be met by any of
the possible ROC’s of this pole-zero plot.

5
75
3




3.5.

Therefore,

fl

(14221 +3: (1 -271)
2z+5—4z71 — 3272

oo

Z: zfn]z "

n=—00

X{(z)

z[n] = 28[n + 1] + 5d[n] — 4é[n — 1] — 3d{n - 2]




3.6,

(a)

1 1
Partial fractions: one pole — inspection, zfn] = (—3)"u[n]
Long division:
1 Lz 4 1272 + ..
1+327 |1
T+ 3zt
— -]iz‘“l
o e T
+ 413—2
+ iz'g + %z""
. e
= z[n] = (—5) uln)
(b)
X()= Jol < 5
1+ 3271 2

Partial Fractions: one pole — inspection, z{n] = —(-§)"u[-n — i]

Long division:
2z —422 +8° + ...
1411
1 + 2z
- 2z
-2z - 42°
+ 422
+ 422+ 82°
1 ™
= gn] = — (-——2~) uf—n — 1}
(c)
1 %z'l 1
X() 14327+ 3272 Il > 2
Partial Fractions:
3 4 1
X = > =
(@) R P v izl >3
1 n ™
zln] = [—3 (_Z) +4 (—5) ]u{n]
Long division:
T e T T +.
1+ 3270+ 1272 1 -1zt
1 + 3t + 3772
- P e
(3-Det  +3-3-De? +i-i-be

i
B
3+iG+D7 + |

=) () o




(d)

(e}

1-3z1 1
X(Z)—l %z_z I|>2
Partial Fractions:
1-i27! 1 1
X{z) = 1_%2_2 1+ 2171 i|>2
1 n
zin] = (—5) ufn]
Long division: see part (i) above.
1—gz! 2
X(z)=m 2| > [a™}
Partial Fractions: 1 2)
_ a {l—a 1
X@=-a-3— ] 4> a7
z[n] = —ab[n] — (1 — a¥)a— " Vy[n]
Long division:
_% _ (n“;—-a)z—l _ (a":—c)z—z + ...
—a-+z71 | 1 - az™?!
1 —az™!

(671 —a)z?

=y z[n] = —adfn] — (1 — a®)a~*+Vyfn]




3.7. (a)

oln] = uj—n — 1] + (%) uln]
> X@= 1——;-1 + 1~;z—1 %‘ Jol <1
Now to find H{z) we simply use H(z} = Y (z)/X(2); ie.,
Y@ =l eah-ke) _1-g
Hiz) = X(z) (- 1201+ 2z1) v 2 =

H{z} causal = ROC |z} > 1.

(b) Since one of the poles of X{(z), which limited the ROC of X(z} to be less than 1, is cancelled by
the zero of H{z), the ROC of Y{(z) is the region in the z-plane that satisfies the remaining two
constraints |z] > § and |z| > 1. Hence Y(z) converges on |z| > 1.

()

Gl Jirt

1
Y(z)= 3
(2) 1- %z—l + 1421

lzf > 1

Therefare, .
ool = —3 (%) wlal + 3(~1)ufr]




3.8, The causal system has system function

1-z71
H(z)= ———
=) 1+ %z“l
and the input is zfn] = (})" ufn] + u[—n — 1]. Therefore the z-transform of the input is

1 1 —2z1 1
X = — = - < <1
(Z) 1 %z“l R (1 _ %Z_l)(l — 2,'_1) 3 |z|

(a) hln} causal =

hfn} = (—g)nu[n] - (-E)H uln—1]

(b)
_%‘z"l 3
Y& = X&HE = grrsge ey 1<

3 8

13 i3
. 1l,-1 3,1

1 32 I+ 32

it =5 (3) o+ 55 (-3)

{c) For hfn] to be causal the ROC of H(z) must be $ < |2| which includes the unit circle. Therefore,
hin] absolutely summable.

Therefore the output is




3.9.

1+z7¢ _ 2 3 1
A-izH1+3e0) (I-221 (1+52)
{a) h[n} causal = ROC outside |z| = § = [z} > }.

{b} ROC includes || =1 = stable.

H(z) =

(c)
y[ﬂ] = --% (ui) u[n] - 3(2)“11_[-—71 _ 1]
_1 .
Y(z) = T ;z—l + : ‘_;z-—l
T+2z71 1
B (1+ $z73)(1 —2z71) 3 < Jz| <2
it
e = :1‘; Ez; - ((1 - ;:—1)) )2l < 2
] = ~@Puln -1+ 5@ uln]
(d)

=23 - (1) o




3.10.

{a)

li

in]

i
P

¥ (CRoprem—

The last term is finite length and converges everywhere except at z = 0.
Therefore, ROC outside largest pole  § < |2|.

(b}

spj={ L —10<n<10
~ 1 0, otherwise

Finite length but has positive and negative powers at z in its X (z). Therefore the ROC is 0 <
[z} < o0

(c)
z[n] = 2%yu[-nj= (%) - u[—n]
o X(1/2)
(%)nu[n] =~ ROCis |d> %
(%) Tulen] = ROCis |2 <2
(d)
zjn] = [G) " {e:'rfa)n] ufn ~ 1]

#[n] is right-sided, so its ROC extends outward from the outermost pole e/™/3. But since it is
non-zerg at n = —1, the ROC does not include oo. So the ROC is 1 < |z| < co.

(e)

z[n] = wufp+10] — uln+ 5]
_f1, -10<n<-6
0, otherwise

z{n] is finite-length and has only positive powers of 2 in its X(z). So the ROC is || < c0.
(£)

z[n] = (%) " uln] + (2 + 37)" 2uf—n — 1

zin)] is two-sided, with two poles. Its ROC is the ring between the two poles: 3 < [z] < iﬁ%}- I, or

1 1
§<12|<7ﬁ.




3.11,

z[n] causal = X(z) = Z zin)z""

n=0

which means this summation will include no positive powers of z. This means that the closed form of
X {z) mnst converge at z = oo, i.e., z = co must be in the ROC of X (z), or lim, ., X{z) # oo.

(a)

_ ,—132
Hm % =1 could be causal
= -3 -
(b)
_ 12
lim (2 11) =00 could not be causal
=00 (z — E)
(c)
- 135
Jim Ei — ;; = =0 could be causal
2 .
(d})
. (2= 3)
litn =00 could not be causal

z—o0 (7 — %]5




J.12,

(a)

1,-1
Xi(0) = Tra
The pole is at -2, and the zero is at 1/2.
(b}
1-1z7?

Xa(z) =

(T+3z71)(1 - 2-7)

The poles are at -1/2 and 2/3, and the zero is at 1/3. Since z2[n} is causal, the ROC is extends
from the outermost pole: |z} > 2/3.

14271 — 2272
B =TT
L]

{c)

The poles are at 3/2 and 2/3, and the zeros are at 1 and -2. Since 23{n] is absolutely summable,
the ROC must include the unit circle: 2/3 < |z| < 3/2.

X3 @




3.13.

G(z) = sin(z71)(1+32z72+227%)
o 2%z 7 - -
= (z1~?+?—T)(1+322+2z 4)

= E g[nlz~™

g[11] is simply the coefficient in front of 2~ ! in this power series expansion of G(z):

1.3 2
gitl} =~y o1 ~ Tai




3.14,

1
B
_ 1
TR Yo T Py
0.5 0.5

1-3z"1  1+421
Taking the inverse z-Traosform:
_11. i, 1.,
Bin] = 3(5)"uln] + 3(-3)"uln]

s 1 1 1 1
A1=§; al=§; A2=§, ctg—_'-i;




3.15. Using long division, we get
1 - 1 z—lﬂ
Hiz) = 1624
=) 1-— %z—l
n=9

= Y
n=G
Taking the inverse z-transform,

_f (&), n=0,12,...,9
g _{ 20, otherwise

Since k[n] is 0 for n < 0, the system is causal.




3.16. (a) To determine H (2}, we first find X{z) and Y(2):

1 1
X@=) = 1-— %z‘l T1-2:t
$,-1
T-Lya-z 3 <Fl<?
5 5
Yiz) = 1-12-1 T 1- 2271
5 -1
_§z E
- oa-39 73
Now
Y(z)
H{z) X0)
1-2771 o > 2
To1- %z‘l 3
The pole-zero plot of H(z) is plotted below.
H(z)
N
oy A
k 973 2

{b) Taking the inverse z-transform of H{z), we get

Ml = (G) el - 23" el - 1)

(3)"(auln] - 3ufn - 1)

(¢) Since
_¥(z)  1-—22

H{z) = Xy 1-2z70

we cal wriie 5
Y (21 - gz*l) = X{(2){1—2z71),
whose inverse z-transform leads to

vl = 2yl — 1) = fn] - 2efn - 1

{d) The system is stable because the ROC includes the unit circle. It is also causal since the impulse
response h[n} = 0 for n < 0.




3.17, We solve this problem by finding the system function H (z) of the system, and then looking at the
different impulse responses which can result from our choice of the ROC.

Taking the z-transform of the difference equation, we get

Y{z)}(1 - gz_l +2 ) =XE)1-27Y,

and thus

_ Y{(z) 1-z1
H(z) - X{z] - 1-— %Z_]' +z,_2

_ 1-z1}
T -270(1- L)
_ 2/3 1/3
T o1—21 1~ 3271

If the ROC is

(2) l2] < 3

hin] = —%2“!1[—?1 —1]- %(%)“u[—n -1
== A[0] = 0.
(b) 3 <zl <2
hin] = —%2“11[—11 -1+ %(%)“u[ﬂ}

= M=

(©) lz] > 2: ) 1
hln] = 32%uin] + 2(5)" uln]
= hl0] = 1.
(d) |z] > 2or |2} < 3=
Bin] = 22%fn] - 3(;)"uln — 1)
= H=3




3.18. (a)

1+ 271+ 27%
(L+ 32711 - 27%)

i 8
3

H(z)

= -2 3 +
+1+-21—z—1 1—-2z-1

Taking the inverse z-transform:

hln] = —24[n] + %(*%)"u[ﬂ] + g-u[n].

{b)
Given
1+2z70 427
H{z)= .
=
z =2 is inside the ROC. Therefore,
yln]=H{z)_,2"
185

5




3.19. The ROC(Y (7)) includes the intersection of ROC(H (2)) and ROC(X (2)).
(a)

1
YO = AL a ST

The intersection of ROCs of H(z) and X(z) is |2| > . So the ROC of Y(2) is |z > §.
(b) The ROC of Y {2} is exactly the intersection of ROCs of H(z) and X (2): § < [2| < 2.
(c)
1
— 2 1)1+ §z-1)

Y(z) = a

The ROC is |2] > }.




3.20. In both cases, the ROC of H(z) has to be chosen such that ROC(Y(z)) includes the intersection of
ROC(H{(z)) and ROC(X(z)).

(a)
_ =g
B =133
The ROC is |2| > 2.
(b)
1
H(Z) S 'i--:“%'-;:-i‘

The ROC is |z > }.




44025z -0.5272
1-0.25z7" )(1 +0.5z7" )

3.21. H (z) = (

A. Poles are located at z=0.25 and z =-0.5. Since the system is causal, the ROC is the
disk that extends outwards [rom the outermost pole. Hence, |z|>0.5.

B. The unit circle has to be contained in the ROC to ensure stability. The above ROC
conlains the ROC, and hence the sysiem is stable.

H(z)- Y(z) 4402577 -0.527
X —0.252")(]+0.52")

(z) (
(140527 —0.2527 - 0.12527 )Y (z) = (4+0.25z7" - 0527 ) X (z)
Y(z)+0.252 'Y( ) 0.125z Y(z) 4X(z)+0 25z 1X( ) 0.5z 2X(z)

Taking the inverse z-transform of both sides gives

Z

y[n]+0.25y[n-1]-0.125p[n-2] = 4x[n] +0.25x[n—1]- 0.5x[n- 2]
y[n]=-025y[n-1]+0.125y[n-2]+ 4x[n]+ 0.25x[n-1]- 0.5x[n-2].

D. Since the degree of the numerator is equal to the degree of the denominator, we need to
do long division. Thc result is

0.75z "
In(z) = oz —015
Then
0.752" S S R—
(1-02527)(1+0.527") (1-02527) (1+0.527) |
We have
N 0.75(4)
a=(1-025z")P(z) T140.5(4)
and
) 0.75
B:(1+0.SZ 1)”(2)‘::_ 05 1-0.25(-2) 022’( )2)
so that
: 1
H(z) =4 -

(1-025z") ! (1+05z ')
The inverse z-transform is

h [n] =40 [n] - (0.25)” u [n] + (—0.5)” u [n].




E. x[n] zu[—n—l]. Note that this is a le(i-sided sequence. The z-translorm is
-1
X(z)—?, ROC || <1,
Then
Y(Z) =H(Z)X(z), ROCR, R,
4+025z ' -05z2° -1
., ROC 0.5 |
(1-0257)(1+0.527) (1-27) [l > 03] [Jel <1]

—4-0.25z7" +0.5z7°

T(1-0.25z ')(1+0.5z Y-z Y ROC 0.5 <[z|<I.

. Notice that the degree of the numerator is less than the degree of the denominator. Thus

there is no need for long division and we can proceed directly to the partial fraction
expansion.

A B C
(=)= (120252 1) (1x05z 1) (1-2 ')
We have
(1025 1y 4-025(4)+0.5(4)° -1
_( It ) (Z)z_o.zs_ (14_0,5(4))(1—4) E)
) L | -4-025(-2)+0.5(=2)" -1
B=(1+052 ) (), = (1+05(2)(1—(-2)) 3
1 ] —4-025+05 10
C=(1-z )Y(Z)L:l:(1—0.25)(1+0.5): 30
Then

1 1 10

_ 3 3 3
7(z)= (1-0.2527") ’ (1+0.527") ’ (1-z")
The inverse z-transform is

ylz]=-(025) u[n]_%(_o.s)"u[np%[_n_1].




3.22. A. The syslem is linear, so we can [ind the response lo each lerm in the inpul expression and
add the responses together.

For input 2cos(%n}, we can cvaluate H(z) at z= ¢’* . "The steady-state responsc is

then |H (eq) 2c0$(%n+ AH(eJ%)).

For input u[#], the stcady-statc response is equal to the DC gain; that is, H (e-’ 0).

B. Given H(z):%,wc have
+0.5z
AT _
H(ef’f): 1—de — = 5 =447/,
1+0.5¢7F  1-j0.5

Then y,[n]=8.94c0s(£n+0.464).

Next, IT{e’*)= ]] "045 =-2.00, so that y,[n]=-2.00x1=-2.00.
+ U,

As ngels large the response becomes
y[n]=3[1]+ 3, [n] = =2.00+8.94cos (2 n+ 0.464).




3.23. (a)

yln] = 0 n<0
£ n
1 =g {nth) 1 — an+l
= klhin — k] = —k = g" = <n<N-1
y[n] Z:ﬂx[j[n ] Eﬂa O P, o 0<n<
N-—-1 N-1
1-a-¥ 1—a ¥
— S . -k _ _ ntl
yin] = g}::[k]h[n k]—kg:oa" —anl—a‘l = g™ po n>N
(b}
- 1
—_ n,_—n _
H(z) = ngoa 2= |zt > |ai
N1 N
_ 1-2z
X(z) = "Z;z "=o—  ld>0
Therefore,
1-z7% 1 | Pt
Yz} = = -
S R sy gy Rl s sy s gy gy B R
Now,
1 _ 1:71;:T . 1173 _ 1 ) | a
{(1—az"){i—2"1) l1—-az7! 1-z1 1-a 1-21 1-—az?
So
¥[nl = (l—i-c—l) [ufn] ~ ™ uln] — ufn — N] - ™ N ufn — N
1~ an+1 1- aﬂ—N+1
= «T:&—*u[n] = Tu[n - N]
0 n<0
v = § S5 0<n<N-1

a—1

antl (1—0'“) n> N




3.24. (a)

{b)

ylni

i

il

Y(z)

3

h{kizin — K]

Fe=—

oo

2

{

2 ap

£ () ) e-n

-~ 1
3 (__
233

k

(1 - ("%)RH) , 20
otherwise
H(z)X(2)
3 1

1+171-71
9

K
_1+1--z—1

) ' u[n] + -gu[n] |
t3(~3) ) ubi
()

B [t [obn |2
b

G| =

i

B (D ) =

———— e —




3.25. The plois of the sequences are shown below,

(2} Let

Then

(b)

br]

B(z)

a[n} = f: & — 4k],

k=—co

Alz)y= Y z7in

R=—00

[ej" + cos (-;;n) + sin (g + 21m)] u[n]

[

(—1)* +cos (-gn) + l] uln]
2 n=4k, k>0

;, n=4k+2 k>0

0, otherwise

>. 3 =1
Z Ez-m + Z 52—(4n+2]

n=0 n={}
3/2+1/2272
1. _ z_,,4 *

it v, B3| = BT | Pt

|z]| > L

SEE]

- w

.
0

&
L
fald

bir}

&

&4
Lig
%
£-1
ok
o
]




3.26.

z2 22

Xz = {(z=a)(z—8) "2 _(at+bz+ab

Obtain a proper fraction:
1
22 —(a+b)z +ab | 22
22 ~(a+b)z +ab

(a+bz -—ab
_ {o+bla—ob {a+b)d—ab
X(@ = 1+ (a4 b}z —ab N Py
{(z—a)(z—b) z—a z—b
=1+aa_—2b_&9;5'=1+1 afz7! ¥zt
z—a z-—b a—b\l—agz"? 1-bz!
z[n] = dn]+ ac: ba“_lu[ﬂ. -1]- a;bj-gb“‘lu[n -1]

a—b

= 5[n]+(

) (@™ — "t )u[n - 1]













1-z" 1-z"
3.30. H{z)= 1-02527 (1-0.527){1+0.527")

A. Given x[n] u[n] we have X(z)—

1-

Y(z}=1I(z)X(z)
1—z !

=(1—0.5z )(1+05z -

—., 1<|z]. Then
=z

) (1-0.52 ])(1+0.52 ')
1 1
= k + ! , 0.5<|z[.
(1-0527) (1+0.527") g
(The ROC for Y(z) includes the intersection of the ROC of H (z) with the ROC of
X(z) )

Inverse z-transforming gives

y[a] =1(0.5) u[n]+1(-0.5)" u[n].

B. Ify[n]=§[n]—5[n—l],then Y(z)zl—z_l, 0<|z|. We have

-z
1-z
1-0.25z27°
=1-025z %, 0<|4.

Inverse z-transforming gives
x[n]=6[n]-0.258[n-2].

C. Now x[n] :cos(O.Sim), —ww< <o, At @ =0.57 we have
03
H(e.!ﬂjﬁ) :le—_
1-0.25"
=1.13¢'.
Then

y[n]=1.13cos(0.57n + ).




3.31. (a) z[n) is right-sided and
1- %z"l
X j—
(2) =1 + 3271
Long division:
1 — 221 +%,72 4
1+ 3270 |1~ 327
1 —3z71
e
- %2—1 - %z—z
+ gz—z
Therefore, z{n] = 2(—$)"uln] — 4[n]
(b)
3 3z} 4 4
X()= = = —_
) z=g—gzt 1=+ 32 T 14T 1-321
Poles at , and - ;. z[n] stable, = || > 1 = causal.
Therefore,
z[n] =4 : nu[ﬂ]—4 . ﬂu[ﬂ]
2 4
{c)
1
X@) = Wl-42) <
R0 - Y
i=1 {=—00
Therefore,
=Y nyfen —
ofnl = L (@) "uln - 1]
(d)

By long division:

1

X = 1= iz] > (3)"% = causal

1 +4327% +1.% +
1-3z7% |1
1 — 1273
+ 3273
+ 37 328
+ §z~¢

DY, n=035,...
0, otherwise

== zln] = {




3.32. (a)

1 1
X{z) = S <ol < 2
() 1+ Lz71)2(1—22-1)(1 - 3271 2 l#l
1 88 1568 2700
= 35 1225 1235 1225

A+ T+ (=227 (1327
Therefore, '

_ nt+k _ n
oo = gptn 1) () bntl+ s () u[n]+(1?556)—2(2)"11[—71—1]—%(?)“u[—n—l}
(b)

g% 73 g4

X(z)=e =l1+z 1+ Tttt
Therefore, zfr] = uln.
(c)
X(z) = N TP S 2 ] < 2
z—12 1—-22-1
Therefore,

z[n] = §[n + 2] + 28[n + 1] — 2(2)"u[—n - 1]




3.33.

(a)

nafn} ¢ 2 X(2)

zin — np] & 27X (2)
3z d 1
X(z)= ————— = 2| —
W=y = [+ (5 %z-l)]
2{n] is left-sided. Therefore, X (z) corresponds to:

alnl = —12(n - 2) G) T ]

(b}
X (2} = sin(z} = i 2(,: O -2+ ROC includes || = 1
= (2k +1)!
Therefore,
anl =3 0 ey 264y
2« (2K + I}

‘Which is stable.

(c)
T2 1
X(Z)=#“—"-T—1_—z-7 |21 > 1
X(z)= 2 - Zz‘?“
n=0
Therefore,

z[n] = én+7] - ié[nm» 7k]




3.34.

X{z) = lz" m_]- l ﬂ— i - -
(z) zn1 +§n! (z) = Z (_n)!z "-l-z;%z'“:bx[n]:i_,.g[n!

In!




3.35.

(a)

Therefore,

{b)
nx[n)
nxlr]

z[n]

1 1
X(z)=logy(5~2) |2l <3

—1

X(z)=log(l—22)= —-i@ =— E _Lf(zz)—‘ =

-~

i=1 =00

ool =1 (3) wl-n-1

1

X3

{=—00




3.86.

(a)
zfn] = a"uln) + "ujn] + ul-n - 1) lel < [B] < ||
1 1 1
Xz = 1l—az"! + 1—bz 1 1-cz? fol < Izl < lel
_ 1—-2cz7l 4 (bc+ac—ab)z?
& = A Na - ey Mk <l
Poles: a, b, ¢,
Zeros: 21, 22,00 where z; and zp are roots of mumerator quadratic.
pole-zero ploT (0) pole_zero plof (b)
O
>§ b c
O

{b)

z[n] = n2a™uln]

zl[n} = a"u{n] o Xl(Z) = 1_——:1_,2—T [Zl >a
zz[n] = nzyin] = ra®yn] < Xo(2) = —z;;XI (2} = -(—1-—-_%:?)? [z] > a
d —-1
z[n] = naafn] = nPa"ujn] & —z%}fg(z) =-z_- ((lj‘jTl)z) |2} > a
—az Y1 +az71)
X(Z) = W }Zl >a
{c)
zfn] = & (cos %n) uln] — ™ (cos %n) ufn — 1)

e (cos %n) (ufn] ~ u[n — 1}) = &[n}

Therefore, X(z) = 1 for all |z|.




3.37. From the pole-zero diagram

z 3
X(=) = (22—z+ 3z + %) I#l > 4
yfn] = al-n+3]=2{-(n-3)]

= Y@ = XEN = e I e D

8/3
#2H2-2z+ 23)(§ + )

Poles at 0, -3, 1 & j, zeros at oo

z[n] causal = z[—n + 3] is left-sided = ROC is 0 < 2| < 4/3.

Y@

-4/3 \\

7




3.38. From pole-zero diagram

(a)

zeros +3j
poles %,00

{b)

poles at £33
zeros at +1

4:2 +1
1
22—5

yin] = (é)nz[nl - Y(2) = X(22) =

L
R

wln] = cos (%) zfn] = %(ejrnfz + e~ I 2 ln]

1 . 1 . 1
W(z) = EX(e””'ﬁz) + EX(ew/zz) =3 X(=ja) + %X z)

W(z)_l(—z2+1')+1(—z2+1)_ 2 -1
To\jz—1) T 2\jz=-%/) A2+ D)

Y@

B
-

an




3.39.

H(z)
ufn]

U(z)H(z40

ufn] » kin]

1-28 o fi1—-z"8
ma= (Im) e
1 z
v s e
P e
T==90 -2
21 z—%
1-z1 1-z4 I >1
L=

ufp — 1] =) d[n — 4 4k]

k=0




3.40.

1

z[n] = ujn] & X(z) = 151

[zt > 1

n—1 n+l
yin] = (%) un+1 =4 (%) un+1]e¥(z)= 1_42?
2
(a)
Y(e) _4(1-271) 1

H{z) =

X(z) 1»«1~1 >3

(b)

HGE) = 1—~4fz“1 1—;—1 lz|>%
hin] = 4(—)n+1u[ﬂ+l]—4(2)nu[n]
1

a8 +1] -2 (E)nu{n]

(¢} The ROC of H(z) includes |z| =1 = stable.
(d) From part (b) we see that Afn] staris at » = —1 = not causal




3.41,

1
4
z-1 + 1-2z71

X{z)= T

B =

has poles at z = } and z = 2.

Since the unit circle is in the region of convergence X (z) and z[r] have both a causal and an anticausal

part. The causal part is “outside” the pole at % The anticausal part is “inside” the pole at 2, therefore,
z[0] is the sum of the two parts

-

5z 1
lim —4-— = —
z‘1+z—nvlﬂz—2 3

z[0] = lim

z-400 | —

+0=

Bt S [
Lol P




3.42,

(a) After writing the following equalities:

V() = X(z)-W(z)
W) = V(z)H(z)+ E(2)
lve for W(z}):
we solve (z) a . . -
(ﬂ*m (Z)+m 2
(b}
Hp) i
) = TTEe e
Hyz) = H_I_%:l‘z—l

{¢) H(z) is not stable due to its pole at z = 1, but Hy(z) and H,(z) are.




3.43. (a) Yes, h[n] is BIBO stable if its ROC includes the unit circle. Hence, the system is stable if r,;, <1
and Tmez > 1.
{b) Let’s consider the system step by step.
(i) First, vin] = a~™z[n]. By taking the z-transform of both sides, V (z) = X(az).
(i} Second, u[n) is filtered to get wn]. So W(z) = H(2}V(z) = H(2)X (az).
(iii) Finally, y[n] = a™w[n]. In the z-transform domain, ¥ (2) = W(z/a) = H(z/a)X(2).
In conclusion, the system is LTT, with system function G(2) = H(z/a) and g{n] = a™h{n].

(¢} The ROC of G(2) is arpin < |2| < OFmaz- We walt rpn < /o and rpaz > 1/« for the system
to be stable.




3.44. (a) h[n] is the response of the system when z[n] = é[n]. Hence,

hln] + iakh[n — K] = b[n] + Bb[n — 1],
Further, since the system is causal, j::;] = 0 for n < 0. Therefore,
B0l + 3 ceh{—k] = h0] = (0] = 1.
(®) Atn=1, -
B[]+ arhl} = 81] + 8810] = an =0 ;{;‘]m

(c) How can we extend h[n] for n > 10 and still have it compatible with the difference equation for S?
Note that the difference equation can describe systems up to order 10. If we choose

=6~ h{l]

Rln] = (0.9)" cos(%n)u{n],
we only need a second order difference equation:
O3 = 0y = Q5 = Qg = a7 = ag = ag = a9 = 0.

The z-transform of k[r] can be found from the z-transform table:

0.9
-7

H(Z) = (1 _ 0‘9636'/42—1)(1 - O.Qe—jﬂ'/‘iz—l)

H(z)

.
NI




3.45.

(a)
1 1 1

X(z)= — bt
€)== I 1= 5 <ll<2
6 6 3
Y = — =
(=) 1-1-17 13,0 |z|>4

_a,-1

Y(z) _ 0=I=1-3

H(Z) = X(Z) - —B-1
o 1-2z7! 3
= IT%F’ |zl > *4*

Pole-zem plol of F{z)

in

B

ginary pert
=]
-

STEE o g5 s 2
(b)

hin] = (Z) ’ uln] —2 (Z) i uln — 1)
(o)

y[n} — %y[n — 1] = z{n] — 2z[n - 1]

(d) The system is stable becanse the ROC includes the unit circle. It is also causal since kln] = 0 for
n <0




3.46.

1.

LS

Given x[n] = —%(%)” u[n] —3(2)" u[—n—l] , we have

_1 4
X(z)= 1—;—1 o

_ 1 Ll <2.

(1-3z")(1-227")" °

The expression
-2
-z

YO

can converge for a) [z| <1, b) 3 <|z| <2, or¢) 2<|z|. However, Y{z)=H(z)X(z),

where I7(z) is the system [unction of the given LTI system, and the ROC of ¥(z) must
contain the intersection of the ROC of H (z) with the ROC of X (z). Since X (z) has
ROC 1< |z| < 2, only choice b) is possible.

The system function H (z) is given by

H@):%Z)):l—zz, 0<[z].

The only choice [or dillerence equation is
y[n] = x[n]—x[n—2].

The only choice [or impulse response is
h[n] = 5[?1]—5[?1—2].




3.47. (a)

nyln} = z[n]
d¥(z) _
——Z-—El-;*'- = X(Z)
Yiz) = -fz_1X(z)dz

(b) To apply the results of part (a), we let z[n] = u[n — 1], and win] = yin].
-1
-1 2
- f . z_ldz

N E

_ —_l+ 1
- z z—1

= ln{z) ~In(z -~ 1)

W(z)

I

dz




3.48. (a) Since y{n] is stable, its ROC contains the unit-circle. Hence, ¥'(z) converges for § < |2} < 2.
{b) Since the ROC is a ring on the z-plane, y[n] is a two-sided sequence.

(¢} =z[n] is stable, so its ROC contains the umit-circle. Also, it has a zero at oo so the ROC includes
o0. ROC: |2] > &.

(d) Since the ROC of z[n} includes co, X(z) contains no positive powers of z, and so z[n] = 0 for
n < 0. Therefore z[n] is causal. '

(e}
2] = X(2)ls=eo
_ A(l —_ i_z—l)
) (1,4'3'2“1)(1“%2“1)":‘”

= 0
{f} H(z) has zeros at -.75 and 0, and poles at 2 and co. Iis ROC is |2] < 2.

Polg-zorn piot of Hiz)

RAOC: 1<

S
W1/

-1 =05

4] as 1 15 2
Aeal part

(g) Since the ROC of A[r] inciudes 0, H(z) contains no negative powers of 2z, which implies that
h[n] = 0 for n > 0. Therefore k[n| is anti-causal.




3.49.

olol= 5[ -t 3 2 Jsfo-4

A. Using Equation (3.76), the unilateral z-transform of y[n—k] is

Zy[m—k =1z +z7"Y (2).

Applying thc unilatcral z-transform to the difference cquation gives

y(z)z—i[.Z—"J{iy[m—k—l]z . ky(z)}
+z( J (s

assuming that x[n] is suddenly applied at n=0.
Solving for Y(z) gives

(Z)__;a,( [Z‘yr[m k—1]z J ibkz—k

=
B

QED.

If x[n.]z() for all =, then X(z)—(] This gives

ja,( (Zy[m k1] ]

=1

Zaﬁ.z
k=0

which depends only on the initial conditions y[-1], »[-2]....,y[-N]. The inverse z-

y( ) y?!R (Z)

transform is the “zero-input response” y,, [#].

If y[-1]=y[-2]=...= »[-N]=0, then

y(z)zyzm? (Z)z k.-;U X(Z)’
Za,‘z_k

k=l
which depends only on the input x[n] . The inverse z-transform is the “zero-initial-

. 7
condition ICSpONSe” Vor [n] .




In general we have Y(z)=Y,,(z)+ Y, (z). Since the z-transform is linear, this

implies y[n]= v, [#]+ ¥ ner[#]. as was to have been shown.

*. When the initial conditions are all zero, Y(z) =Y, (z) as shown in part B. Applying
the bilatcral z-transform to the difference cquation gives
N Ad
Y(z) = —Z[a—k] z k}’(z) + Z(b—sz kX(z).
K-\ Oy k-0 Yy

Solving for Y (z) gives

Now if x[n]=0 for n<0, then X (z) is identical to X{z). In this case we have

Y(Z) =VYrr (Z) .




3.50. (a)

(b)

X(z) = Zx[ﬂ}z_"

X{x) = zll’noac Zz[n]z'" = z{{]
n=0

Therefore, X(o0o0) = £[0] # 0 and finite by assumption. Thus, X(#) has neither a pole nor a zero
at z = oo.

Suppose X (z)} has finite numbers of poles and zeros in the finite z-plane. Then the most general
form for X(z) is
M
o TGz -e0
X(z)=> zlnle = K" 22—
=0
= 1] (z—dw)
K=1

where K is a constant and M and N are finite positive integers and L is a finite positive or negative
integer representing the net number of poles (L < 0) or zeros (L > 0) at z = 0. Clearly, since
X(oo) = z{0] # 0 and < co we must have L + M = N; i.e., the total number of zeros in the finite
z-plane must equal the total number of poles in the finite z-plane.




3.51.

where P{z} and (J(z) are polynomials in z. Sequence is absolutely summable = ROC contains |2| =1
and roots of @(z) inside |z| = 1.

These conditions do not necessarily imply that z[n] is causal. A shift of a causal sequénce would only
add more zeros at z = 0 to P(z}. For example, consider :

22 1
X(z) = =1 |2 > 5

z 1
1- %z—l

Il
N

a+l
= zn}= (-;—) u[n + 1] = right-sided but non-causal.




3.52.

Therefore,

z|[n)
X(z)

X(z)

i

8[rj+ad(n—N) |a| <1
1+az¥

azz—ZN'

a

3z—3N

log X{z) = log(l + az~ ) = az™" - 5

Efn] = i —(:l%fil-aké'[n — kN}

+

3




3.53. (a)

zln] = ef—n] =2 X(2)= X (—zl—)

Therefore,
X{z)=0=X (l)

Z0
i.e, 1/z5 is also a zero of X(2).
(b}
z[n] real = z[n] = z*[n] = X{(z) = X*(=)
Therefore
X(z0) =0=X(z)
i.e., 23 is also a zero and by part (a) so is 1/z;.




3.54.

(a)
Ziz'nll= Y X'jnle = ( > x[ﬂ](?-“)"‘) = X"(z")

(b)

o [+

Zig[n]]= 3 alnle= Y sllz) "= XY

(c)

z[n] + z*[n]

ZRefainl}] = 2 | 2%

| = 3@+ x°6)
@

Z[Im{z[n}}] = Z [M] = %[X(z) - X*(z")]




3.55.

2y (n) = (~1)*z(n) = Xi(z) = Y (-1)*z(n)z™" = X(-2)

n=-—00

The poles and zeros are rotated 130 degrees about the origin.




N-1
3.56. (a) . - Zz[n} sin(nuw)

1 fIm{X (e =
8 (w) = tan~ (ﬁ) = tanf, (w) = G

> aln} cos(nw)
N-1 N-1
tand, (w) > z{n]cos(wn) = — Y _ z{n]sin{nw)
N-1
tan; (w)z[0] + ) zln}(tan 0 (w) cos(nw) + sinrnw)) = 0
n=}

N-1
ta0 8o (0x) + 5 3 ol (tan B () cos(ruse) + () = 0
n=1

for N — 1 values of w; int.h.er'amgel2|<w,~c < .
(b) z[n]=6in] +28n -1 +36n -2 = X(z)=1+22"1 + 322

8, (w) = tan™? ( ~2sin(w) — 3sin(2e) )

1 + 2 cos(w} + 3 cos(2w)

Consider the values 8, (3} = 2% and 8; (%) = 2Z, which give the equations

wn§) + 2yt (e 50

2 + z[2] (tanﬂ ( )cosrr + sunr)] =0
tan by (—2—:;5) + :—0 [a:[l] (ta.nl? (2%) cos 2% + sin 2%)

+ z[?] (ta.n& (2;)cos%+sin4§)]=0

(z{1]-1+=[2)-~1) = 0

+

[0]
1 1 \/§ 1 V3
REAEC (3[1} Taa ) =t (2v’" 7) =0

} { (1]
=1
2[2]

z[n] = x[0}{4[n]} + 26[r — 1] + 38[r — 2])

2[0] + z[1} — ={2]

I
=

|

20}

~2[0] + 22[1] — 2[2]

I
=3

3z[0]

Therefore

where £[0] is undetermined.




3.57. z[n] = 0 for n < 0 implies:

lim X(z) = lim Zx[n]z"" = z[0] + lim Z z[n]z™" = z[0]
L= Z=300 0 =20 =1

For the case z[n] =0 for n > 0,

mX(z) = lim zo: zln)z™" = ={0] + lig i x[-n}e™ = z[0]

a=-—o0 n=1l




3.58.

(a)

ezz[n] = Z zlklzin + Kk} = Z z[—~k]z[n ~ kl = z[—n] * z[n]

k= —o0 k=—0a
Caa(z) = X(27) X (2) = X(2}X (z7")

X(z) has ROC: T8 < |z} < ri. and therefore X (21} has ROC: ri ! < 2] < rg'. Therefore Cpz(2)
has ROC: max{r;',7g] < |2| < min[rz’,rz]

(b) z{n] = a™u[n] is stable if |a| < 1. In this case
1 1

= S O -1
X@=r—og  lol<ll ad XG)=j <l
Therefore
1 1 —az~L
Caa(s) = l—az-lt—az (l-—az1){1~-a"1z71)
e Tt

-1
= - - < la
1—az=t 1-—g-1z-1 lal <lzf <ja™

This implies that

esz[n] = 7 _laz [e™ufn] + e~ "ul-n — 1]]

Thus, in surnmary, the poles are at ¢ and a~1; the zeros are at 0 and oo; and the ROC of Cyo(z)
is jaf < |z} < Ja7Y).

(¢} Clearly, z;[n] = z[—n] will have the same autocorrelation function. For example,
1 1

: 2] < (5™ == Cores () = ——— = Cau(2)

Xl(z)tl—*az 1—-azl-azx

(d) Also, any delayed version of z[n] will have the same autocorrelation function; e.g., Z2[n} = z[n—m|
implies

—Tm m

Z 2 - (3)

Xo(z) = la] < |2| = Crpzelz} =

1-—-az"? 1—az-11-—az




3.59. In order to be a z-transform, X(z) must be analytic in some annular region of the z-plane. To determine
if X {2} = 2* is analytic we examine the existence of X'(z} by the Cauchy Riemann conditions. If

X(2) = X(2 + jy) = ulz, ) + jv(z,9)

then for the derivative to exist at z, we must have

Gu _Ov g _ %
Az~ dy dy Oz
In cur case,
X(z+iy)=2z-Jy
and thus, s
M dv
a—l a——l

unless r and y are zero. Thus, X'(z) exists only at z = 0. X(2) is not analytic anywhere. Therefore,

1
z[n] = 217 f X(z)z"'dz does not exist.




3.60, If X(z) has a pole at z = zy then A(z)} can be expressed as a Taylor's series about z = .

A(z) = A(z) + E

where A(z) = 0. Thus

Res [X{Z) at z = Z'D}

n=1

An,ffo) (2 — z0)"

X(2)(z =~ 20}ls=o = ;?(%
B - 20) -
i Anéf") (z = 20)" =0
- B(z) _ Bl
azy+ 3 A sl A

n!

n=23




