Exercises for Chapter 1

Exercises for Section 1.1: Describing a Set

1.1 Only (d) and (e) are sets.

(a) A={1,2,3} ={z€S: z>0}

(by B=1{0,1,2,3} ={ze€S: x>0}
) C={-2,-1}={z€S: z<0}
) D={zeS:|z|>2}.

1.3 (a) |A] = 5. (b) |B|=11. (c)|C|=51. (d) |D]=2. (e) |E|=1. (f)|F]=2.

14 (a) A={necZ: -4<n<4}={-3,-2,...,4}.
(b) B={neZ: n®><5}={-2-1,0,1,2}.
() C={neN: n®<100} ={1,2,3,4}.
(d) D={zeR: 2> —2=0}={0,1}.
() E={zeR: 22 +1=0}={}=0.

15 (a) A={-1,-2,-3,..}={zr€Z: z<-1}.
(by B={-3,-2,...,3}={z€Z: 3<ax<3}={zeZ: |z| <3}
() C={-2,-1,1,2}={z€Z: —2<z<2,x2#£0}={xeZ: 0<|z| <2}

16 (a) A={20+1: 2€Z}={--,-5,-3,-1,1,3,5,---}.
(b) B={4n: neZ}={--,-8,-4,0,4,8,---}.
(c) C={3¢+1: qeZ}y={"-,-5-21,4,7, -}

1.7 (a) A={--,-4,-1,2,5,8,---} ={32+2: z€Z}.
(b) B={--,-10,-5,0,5,10,---} = {5z : z € Z}.
(c) C=1{1,8,27,64,125,---} = {2*: x € N}.

1.8 (a) A={ne€Z:2<|n| <4} ={-3,-2,2,3}.

(b) 5/2, 7/2, 4.

() C={zcR:2> - (24+V2)x+2V/2=0}={z cR: (v - 2)(z — V2) =0} = {2,V2}.
(d) D={ze€Q: 2> — (2+V2)z +2v2 =0} = {2}.

(0)

1.9 A={2,3,5,7,8,10,13}.

Al =4, |C] =2, [D] = 1.

B={x€A:x=y+ 2z wherey,z € A} = {5,7,8,10,13}.
C={reB:r+secB forsomese B} =58}



Exercises for Section 1.2: Subsets

110 (a) A={1,2}, B={1,2},C=1{1,2,3}.

(b) A={1}, B={{1},2}. ¢ ={{{1},2},1}.

(c) A={1}, B={{1},2}, C ={1,2}.
1.11 Let r = min(c— a,b—c) and let I = (¢ — r,c +r). Then I is centered at ¢ and I C (a,b).
112 A=B=D=FE=1{-1,0,1} and C = {0,1}.

1.13 See Figure 1.

Figure 1: Answer for Exercise 1.13

114 (a) P(A) = {0,{1},{2},{1,2}}; [P(A)] = 4.
(b) P(A) = {0, {0}, {1}, {{a}}, {0, 1},{0, {a}}, {1, {a}}, {0, 1,{a} }}; [P(A)| = 8.

1.15 P(A) ={0,{0}, {{0}}, A}.
116 P({1}) = {0,{1}}, P(P({1})) = {0, {0}, {{1}}, {0, {1}}}; [P(P({1}))] = 4.
1.17 P(A) = {(Z)’ {0}7 {Q]}a {{®}}> {05 @}7 {0’ {0}}’ {05 {0}}7 A}? |7)(A)| =8.

1.18 P({0}) = {0,{0}}.
A={z:xz=0o0rz e P{0})} ={0,0,{0}}.

P(A) = {0,{0}, {0}, {{0}}, {0, 0}, {0, {0}}, {0, {0} }, A}.

119 (a) S={0,{1}}.
(b) S={1}.
(c) S={0,{1},{2}, {3}, {4.5}}.
(d) S =1{1,2,3,4,5}.

1.20 (a) False. For example, for A = {1,{1}}, both 1 € A and {1} € A.

(b) Because P(B) is the set of all subsets of the set B and A C P(B) with |A| = 2, it follows that
A is a proper subset of P(B) consisting of exactly two elements of P(B). Thus P(B) contains
at least one element that is not in A. Suppose that |B| = n. Then |P(B)| = 2". Since 2" > 2,
it follows that n > 2 and |P(B)| = 2" > 4. Because P(B) C C, it is impossible that |C| = 4.
Suppose that A = {{1},{2}}, B ={1,2} and C = P(B) U {3}. Then A C P(B) C C, where
|A] =2 and |C] = 5.



(c) No. For A =0 and B = {1}, [P(A)| =1 and |P(B)| = 2.

(d) Yes. There are only three distinct subsets of {1,2,3} with two elements.

121 B ={1,4,5}.

Exercises for Section 1.3: Set Operations

122 (a) AUB={1,3,5,9,13,15}.

(a)
(b) ANB={9}.
)

(c) A—B={1,5,13}.
(d) B—A={3,15}.
(e) A={3,7,11,15}.

(f) AnB={1,513}.

123 Let A = {1,2,...,6} and B = {4,5,...,9}. Then A — B = {1,2,3}), B — A = {7,8,9} and
ANB=1{4,5,6}. Thus |A— B| = |AN B| =|B — A| = 3. See Figure 2.

Figure 2: Answer for Exercise 1.23

1.24 Let A = {1,2}7 B = {1,3} and C' = {2,3}. Then BAZCbut B—A=C—- A= {3}
125 (a) A={1}, B={{1}},C={1,2}.

(b) A={{1},1}, B={1},C ={1,2}.

(c) A={1}, B={{1}}, O ={{1},2}.
1.26 (a) and (b) are the same, as are (c) and (d).

1.27 Let U = {1,2,...,8} be a universal set, A = {1,2,3,4} and B = {3,4,5,6}. Then A — B = {1, 2},
B—-A={5,6}, AnNB={3,4} and AU B = {7,8}. See Figure 3.

Figure 3: Answer for Exercise 1.27
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Figure 4: Answers for Exercise 1.28

1.28 See Figures 4(a) and 4(b).

1.29 (a) The sets ) and {0} are elements of A.

(b) |A] = 3.

(c) All of 0, {0} and {0, {0}} are subsets of A.

(d) dnA=0.

(e) {0} nA={0}.

(6) {0,{0}} N A = {0,{0}}.

(g) DUA=A.

(h) {P}UuA=A.

(i) {0,{0}}UuA=A.

130 (a) A={zeR:jz—-1<2}={reR:-2<z-1<2}={reR:-1<z<3}=[-13
B={zcR:|z|>1}={zceR:z>1orax< -1} =(—o00,—1]U[1l,00)
C={zeR:|z+2|<3}={reR:-3<2+2<3}={reR:-5<z <1} =[-51]

(b) AUB = (—o0,00) =R, ANB={-1}U][1,3],
BNC=[-5-1U{l}, B—C = (—00,—5) U (1,0).

131 A={1,2}, B={2}, C = {1,2,3}, D = {2,3}.

132 A={1,2,3}, B={1,2,4}, C = {1,3,4}, D = {2,3,4}.

1.33 A= {1}, B = {2}.

134 A={1,2}, B={2,3}.

1.35 Let U = {1,2,...,8}, A={1,2,3,5}, B={1,2,4,6} and C = {1,3,4,7}. See Figure 5.

Exercises for Section 1.4: Indexed Collections of Sets

1.36 U,y Sa =51 US3USy = 1[0,3]U[2,5]U[3,6] = [0,6].
Maca Sa = S1NS3 NSy ={3}.



Figure 5: Answer for Exercise 1.35

137 Uges X = AUBUC ={0,1,2,...,5} and Ny s X = ANBNC = {2}.

1.38 (a) Upeg Aa = A1 U AU Ay = {1} U {4} U {16} = {1,4,16}.

Nues Aa = A1 NA N AL =0

U.oqBa =BiUByUB, =1[0,2]U[1,3]U[3,5] = [0,5].

ﬂaGSBa =B NByNBy=0.

U C(,=C1UCQ UO4:(1,00)U(2,00)U(4,00)=(1,00).

ﬂ Ca:01002004:(4,oo).

1.39 Since |A| = 26 and |A,| = 3 for each o € A, we need to have at least nine sets of cardinality 3
for their union to be A; that is, in order for | J, g Ao = A, we must have |S| > 9. However, if we
let S = {a,d,g,j,m,p,s,v,y}, then J,.g Aa = A. Hence the smallest cardinality of a set S with
Useg Aa = Ais 9.

1.40 (a) U?Zl A9y = AsUALUAGUAgUA ) = {1,3}U{3,5}U{5,7}U{7,9}U{9, 11} = {1,3,5, RN 11}.

(b) Uy (Ai N i) = UL, (G = Li+ 13 {ii+ 21 = U7, 0 =0,
() Uy (Ao M Ay 1) = U0, ({20 — 2,2} N {2i,2i +2}) = U_, {2} = {2,4,6,8,10}.

141 (a) {A,}nen, where 4, ={x e R:0<x<1/n}=[0,1/n].

(b) {An}nen, where A, ={a€Z: |a|<n}={-n—-(n—-1),...,(n—1),n}.

142 (a) Ay =[L2+ 1), Upen 4An =[1,3) and N, o 4 = [1,2].
(b) A, = (—2”71,271), Unen An = (=2,00) and ), e 4n = (—1,2).

1.43 LJ?"EPFr AT = UT6R+ (—’I", T) = R7
nrem A = ﬂrem (=r,r) = {0}.

1.44 For I = {2,8}, |U,c; Ail = 8. Observe that there is no set I such that || J;.; Ai| = 10, for in this

case, we must have either two 5-element subsets of A or two 3-element subsets of A and a 4-element

subset of A. In each case, not every two subsets are disjoint. Furthermore, there is no set I such

that |,
subset of A (which are not disjoint) or three 3-element subsets of A. No 3-element subset of A

A;| =9, for in this case, one must either have a 5-element subset of A and a 4-element

contains 1 and only one such subset contains 2. Thus 4,5 € I but there is no third element for I.



147 (a) U {Siﬂ2 % + cos? %} = ﬂ {Sim2 % + cos® %} = {1}

(b) U {sin%qucos%r} ={-1,1}; ﬁ {sin%Jrcos%T} =0

n=1 n=1

Exercises for Section 1.5: Partitions of Sets

1.48 (a) S; is a partition of A.
(b) S is not a partition of A because g belongs to no element of Ss.
(¢) S; is a partition of A.
(d) S, is not a partition of A because () € Sj.
(e) S5 is not a partition of A because b belongs to two elements of .Sj.
1.49 (a) S is not a partition of A since 4 belongs to no element of 5.
(b) S is a partition of A.
(¢) S5 is not a partition of A because 2 belongs to two elements of S;.
(d) S is not a partition of A since Sy is not a set of subsets of A.

150 S = {{1,2,3},{4,5},{6}}; |S| = 3.

151 A={1,2,3,4}. S = {{1},{2},{3,4}} and S, = {{1,2}, {3}, {4}}.

1.52 Let S = {A;, Ay, A3}, where A; ={z e N:z > 5}, Ay ={r € N:x2 <5} and A3 = {5}.

1.53 Let S = {41, A9, A3}, where 4; ={z€Q:2>1}, Ay ={r€Q:2z <1} and A3 = {1}.

154 A={1,2,3,4}, S, = {{1},{2},{3,4}} and Sp = {{{1}, {2}}, {{3,4}}}.
1.55 Let S = {4, As, A3, Ay}, where

Ay ={x €Z:xis odd and z is positive},

Ay ={x € Z:z is odd and z is negative},

As ={x € Z: x is even and x is nonnegative},

Ay ={x € Z: xis even and x is negative}.



1.56 Let S = {{1},{2},{3,4,5,6},{7,8,9,10}, {11,12}} and T = {{1},{2},{3,4,5,6},{7,8,9,10}}.

157 [P =2, |Pa| =3, [Ps| =5, [Pu| =8, [Ps| = 13, |Ps| = 21.

1.58

(a)

Suppose that a collection S of subsets of A satisfies Definition 1. Then every subset is
nonempty. Every element of A belongs to a subset in S. If some element a € A belonged
to more than one subset, then the subsets in S would not be pairwise disjoint. So the collec-

tion satisfies Definition 2.

Suppose that a collection S of subsets of A satisfies Definition 2. Then every subset is nonempty
and (1) in Definition 3 is satisfied. If two subsets A; and A, in S were neither equal nor disjoint,
then A; # A, and there is an element a € A such that a € A; N Ay, which would not satisfy
Definition 2. So condition (2) in Definition 3 is satisfied. Since every element of A belongs
to a (unique) subset in S, condition (3) in Definition 3 is satisfied. Thus Definition 3 itself is
satisfied.

Suppose that a collection S of subsets of A satisfies Definition 3. By condition (1) in Defi-
nition 3, every subset is nonempty. By condition (2), the subsets are pairwise disjoint. By

condition (3), every element of A belongs to a subset in S. So Definition 1 is satisfied.

Exercises for Section 1.6: Cartesian Products of Sets

159 AxB= {(1'71')7 (x,y), (y,x), (yvy)a (va)a (Zvy)}

160 Ax A ={(1, 1), (1, {1}), (0, {{1}3}), ({1}, 1), {1}, {1}), {1} {13}, {1} 1), {13 {1,

({1} {1}

1.61 P(A) = {0, {a}, {b}, A},

A X P(A) = {(a,0), (a,{a}), (a,{b}), (a, A), (b, 0), (b, {a}), (b, {b}), (b, A)}.

1.62 P(A) = {0, {0}, {{0}}, A},

AxP(A) = {(0,0), (0,{0}), (0, {{0}}), (0, 4), ({0}, 0), ({0}, {0}), ({0}, {{0}}), ({0}, A)}.

1.63 P(A) - {®7 {1}7 {2}314}7 P(B) - {@,B}, AxB= {(17®)7 (230)}a

P(A) x P(B) ={(0,0), (0, B), {1}, 0), {1}, B), ({2},0), ({2}, B), (A, 0), (4, B)}.

1.64 {(z,y): 2? +y* = 4}, which is a circle centered at (0, 0) with radius 2.

1.65 S = {(3,0),(2,1),(2,—1),(1,2),(1,-2), (0,3), (0, —3), (—3,0), (=2, 1), (2, —1), (=1,2), (~1, —2)}.

See Figure 6.

1.66 Ax B ={(1,1),(2,1)},

P(Ax B)={0,{(1,1)},{(2,1)}, A x B}.

167 A={zeR:|jz—-1|<2}={zeR:-1<z <3} =[-1,3],

B={yeR:|y—-4/<2}={ycR:2<y<6}=[20],

A x B =[-1,3] x [2,6], which is the set of all points on and within the square bounded by x = —1,
r=3,y=2and y=6.



+(0,3)
(-1,2) (1,2)
(-2,1) (2,1)
(—3,0) (3,0)
(=2, -1) I * &~
-1.-2 | (-2
(0’73)

Figure 6: Answer for Exercise 1.65

168 A={acR:|a|]<1}={aceR:-1<a<1}=[-1,1],
B={beR: b =1} ={-1,1},

A x B is the set of all points (z,y) on the lines y = 1 or y = —1 with « € [—1, 1], while B x A is the
set of all points (z,y) on the lines = 1 or x = —1 with y € [—1,1]. Therefore, (A x B) U (B x A)
is the set of all points lying on (but not within) the square bounded by x =1, v = —1, y = 1 and
y=—1.

1.69 (a)-(b) (Ax B)N(Bx A)=(ANB)x (BN A)={(22),(23),(3,2),(3,3)}.

1.70 For A ={1,2}, B=1{1,2,3}, C ={1,2,3,4} and D = {2, 3}, it follows that
((Ax BYU(C x D)) — (D x D) = R.

1.71 Since P, (4; x A;) = {(1,1),(1,2),(2,1),(2,2), (2,3), (3,2), (3,3), (3,4), (4,3), (4,4)}, it follows
that |UP_, (4; x 4;)| = 10.

1.72 The set {A x A, A x B,B x A, B x B} is a partition of S x S.

Chapter 1 Supplemental Exercises

173 (a) A={dk+3:keZ}=1{...,—5,-1,3,7,11,...}.
(b) B={sk—1:keZ}={..,—6,—1,4,9,14,...}.

174 (a) A={zeS: |z|>1}={zeS: = #0}
(b) B={zeS: z<0}.
() C={xeS: 5<a<Ty={reS: |x—1] <6}
(d D={ze€S8: z#5}



175 (a) {0,2,-2} () {} (¢) {345} (d) {1,2,3}
(e) {_2’2} (f) {} (g) {_37_27_1717213}'

1.76 (a) |A|=6 (b) [B|=0 (c) |C|=3

() IDI=0 (¢) |E[=10 (1) |F|=20.

177 Ax B = {(*1,5&), (717y)7 (O>$)7 (an)’ (]wx)a (17y)}

178 (a) (AUB)—(BNC)={1,2,3} — {3} = {1,2}.

(b) A={3.

() BUC =T11,2,31 = 0.

(d) AxB={(1,2),(1,3),(2,2),(2,3)}.
1.79 Let S = {{1},{2},{3,4}, A} and let B = {3,4}.
1.80 P(A) = {0, {1}}, P(C) = {0,{1},{2},C}. Let B = {0, {1}, {2}}.
1.81 Let A= {0} and B =P(A) = {0,{0}}.
1.82 Only B=C =0 and D = E.

1.83 U={1,2,3,5,7,8,9}, A={1,2,5,7} and B = {5,7,8}.

1.84 (a) A, is the set of all points in the plane lying on the circle 2% + y* = r2.

U,er A» = R x R (the plane) and (), .; A, = 0.

(b) B, is the set of all points lying on and inside the circle z? + 3 = r2.

U,e; B- = R x Rand N, B, = {(0,0)}.

(c) O, is the set of all points lying outside the circle 2 + y? = rZ.

UTGI C" =R xR- {(0’0)} and ﬂrel Cr = (Z)

1.85 Let A1 == {1,2,3,4}, AQ = {3,5,6}, Ag = {1,3}, A4 = {1,2,4,576}. Then |A1 ﬂA2| = |A2 N Ag‘ ==
|A3 ﬂA4| = 1, |A1 ﬂA3| = |A2 ﬂA4| = 2 and ‘Al 0A4‘ = 3.

1.86 (a) (i) Give an example of five sets A; (1 < ¢ < 5) such that |A; N A;| = |i — j| for every two
integers ¢ and j with 1 <i < j <5.

(ii) Determine the minimum positive integer k such that there exist four sets A; (1 < i < 4)
satisfying the conditions of Exercise 1.79 and |A; U Ay U A3 U Ay| = k.
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(b) (1) A1 ={1,2,3,4,7,8,9,10}

Ay = {3,5,6,11,12, 13}
A = {1,3,14,15)
Ay =1{1,2,4,5,6,16}
As = {7,8,9,10,11,12,13, 14, 15, 16}.

(ii) The minimum positive integer k is 5. The example below shows that & < 5.

Let Ay = {1,2,3,4}, Ay = {1,5}, A3 = {1,4}, Ay = {1,2,3,5}.

If k& = 4, then since |A; N A4| = 3, A; and A4 have exactly three elements in common,
say 1, 2, 3. So each of A; and A, is either {1,2,3} or {1,2,3,4}. They cannot both be
{1,2,3,4}. Also, they cannot both be {1,2,3} because A3 would have to contain two of
1, 2, 3 and so |A3 N A4| > 2, which is not true. So we can assume that 4; = {1,2,3,4}
and Ay = {1,2,3}. However, A, must contain two of 1, 2, 3 and so |A; N Ay| > 2, which

is impossible.
1.87 (a) |S] =|T| = 10.
(b) [S]=IT| =5.
() 18] = |T| = 6.
1.88 Let A ={1,2,3,4}, A; = {1,2}, A, = {1,3}, A3 = {3,4}. These examples show that k < 4. Since

|A; — As| = |As — Ay | = 2, it follows that A; contains two elements not in Az, while A3 contains two

elements not in A;. Thus |A] > 4 and so k = 4 is the smallest positive integer with this property.

1.89 (a) 5={(=3,4),(0,5),(3,4),(4,3)}-
(b) C={aeB:(ab)ecS}t={3,4}
D={becA:(a,b) e S}=1{3,4}

b
CXD—{( 73)7(3 ) (473)7(4a3)}

1.90 A={1,2,3}, B={{1,2},{1,3},{2,3}}, C = {{1},{2},{3}},

D =P(C) = {0, {{1}} ({23} {{3}}, ({1} {23}, {{1}, {3}}, {{2}, {3}}, C'}.
191 S={rcR: 2’ +20 - 1=0} = {-1+v2,-1 -2}

A s={-1+V2,V2}, A_|_ s={-1-V2-V2}.

(a) Ay = A _pgand Ay =A_ | 5.
A x Ay = {(=1 = V2, -1+ v2), (-1 = v2,v2), (-v2,1 + v2), (-v2,V2)}.
(b) C ={ab: (a,b) € B} = {~1,—v2 —2,v/2 —2,—-2}. The sum of the elements in C is —7.

1.92 (a) For |A| = 2, the largest possible value of [ANP(A)] is 2.
The set A = {0}, {0}} has this property.
(b) For |A| = 3, the largest possible value of |ANP(A)| is 3.
The set A = {0, {0}, {{0}}} has this property.
(c) For |A| = 4, the largest possible value of |ANP(A)| is 4.
The set A = {0, {0}, {{0}}, {{{0}}}} has this property.
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1.93 [j S, = ﬁ S, = [f\@, V2 } First, observe that

n=1 n=1

DL

Sp=8={z+y: z,yeR, 2> +y* =1}.

n=1

Let f(z) = z 4+ y, where y = £v1—2a2, say y = V1 —22. Then f(z) =  + v1 —22. Since
fllz)y=1- \/ﬁ, it follows that f/(z) = 0 when z = % and so the maximum value of 4y is /2.

Since f(f%) = (0 and f is continuous on [,ﬁ’ V2 } , it follows that f takes on all values of [O, V2 } .

Ifx+y=re[0,v2],it follows that (—z) + (—y) = —r € [-v/2,0 |. Hence, S| = [-V2,V2]. If

(oo}
a’>+b =r where0 <r<1,thena+bc (—\/5,\/5) and so US,LZ [—\/5,\/5} as well.

n=1

1.94 (a) No. For example, the elements 1, 2 and 5 belong to more than one subset of S.

(b) Yes. (¢) Yes.

1.95 In order for |[A x (BUC)| = |A x B|+ |A x C|, the sets B and C' must be disjoint.
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Exercises for Chapter 2

Exercises for Section 2.1: Statements

2.1

2.2

2.3

24

2.5

2.6

(a)
(b)
()
(d)
()
(f

)
(2)

(a)
(b)

(a)
(b)

(c)

A false statement.

A true statement.

Not a statement.

Not a statement (an open sentence).
Not a statement.

Not a statement (an open sentence).

Not a statement.

A true statement since A={3n—2: n€ N} andso3-9—-2=25¢€ A

A false statement. Starting with the 3rd term in D, each element is the sum of the two

preceding terms. Therefore, all terms following 21 exceed 33 and so 33 ¢ D.
A false statement since 3-8 — 2 =22 € A.

A true statement since every prime except 2 is odd.

A false statement since B and D consist only of integers.

A false statement since 53 is prime.

False. () has no elements.

True.

True.

False. {(}} has () as its only element.
True.

False. 1 is not a set.

rz=—2and z = 3.

All z € R such that x # —2 and x # 3.

{z€Z: x>2}.

{reZ: x<2}.

A can be any of the sets 0,{1},{2},{1,2}, that is, A is any subset of {1,2,4} that does not
contain 4.

A can be any of the sets {1,4},{2,4},{1,2,4}, {4}, that is, A is any subset of {1,2,4} that

contains 4.

A=0and A= {4}.



2.7 3,5, 11, 17, 41, 59.
2.8 (a) S1={1,2,5} (b) Sy ={0,3,4}.
2.9 P(n): %L is even. P(n) is true only for n =5 and n = 9.

2

2.10 P(n): % is odd. Q(n): ”2%2” is even. or Q(n): n® +9 is a prime.

Exercises for Section 2.2: Negations

2.11 (a) /2 is not a rational number.
(b) 0 is a negative integer.

(¢) 111 is not a prime number.

2.12 See Figure 1.

P Q@ ~P ~Q
T|T| F | F
T|F| F T
FlT| T F
F|F| T | T

Figure 1: Answer for Exercise 2.12

) The real number 7 is greater than /2.

b) The absolute value of the real number a is at least 3.
) At most one angle of the triangle is 45°.

The area of the circle is less than 9.

The sides of the triangle have different lengths.

(f) The point P lies on or within the circle C.

2.14 (a) At most one of my library books is overdue.
(

My two friends did not misplace their homework assignments.

)
)
(¢) Someone expected this to happen.
) My instructor often teaches that course.
)

It’s not surprising that two students received the same exam score.

Exercises for Section 2.3: Disjunctions and Conjunctions

2.15 See Figure 2.
2.16 (a) True. (b) False. (c) False. (d) True. (e) True.

217 (a) PV @Q: 15is odd or 21 is prime. (True)

13
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P Q ~Q PA(~Q)
T | T|F F
T|F| T T
F|T| F F
F|F| T F

Figure 2: Answer for Exercise 2.15

(b) PAQ: 15is odd and 21 is prime. (False)
(¢) (~P)Vv@Q: 15is not odd or 21 is prime. (False)
(d) PA(~Q): 15is odd and 21 is not prime. (True)
2.18 (a) All nonempty subsets of {1,3,5}.
(b) All subsets of {1,3,5}.
(c¢) There are no subsets A of S for which (~ P(A)) A (~ Q(A)) is true.

Exercises for Section 2.4: Implications

) ~ P: 17 is not even (or 17 is odd). (True)
) PV @Q: 17 is even or 19 is prime. (True)
(¢) PAQ: 17 is even and 19 is prime. (False)
) P = Q: If 17 is even, then 19 is prime. (True)

2.20 See Figure 3.

P Q ~P P=Q(P=Q)=(~P)
T T F T F
T F F F T
F | T T T T
F | F T T T

Figure 3: Answer for Exercise 2.20

221 (a) P = Q: If v/2 is rational, then 22/7 is rational. (True)
(b) Q= P: If 22/7 is rational, then v/2 is rational. (False)
(¢) (~ P)= (~Q): If /2 is not rational, then 22/7 is not rational. (False)
(d) (~ Q)= (~ P): If 22/7 is not rational, then v/2 is not rational. (True)

2.22 (a) (PAQ) = R: If V2 is rational and 2 is rational, then v/3 is rational. (True)
(b) (PAQ) = (~ R): If V2 is rational and 2 is rational, then v/3 is not rational. (True)
(¢) ((~P)AQ)= R: If 2 is not rational and Z is rational, then /3 is rational. (False)
(d) (PV Q)= (~R): If V2 is rational or  is rational, then /3 is not rational. (True)



2.23

2.24

2.25

2.26

2.27

2.28

2.29

2.30

2.31

2.32

2.33

2.34
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(a), (c), (d) are true.

(b), (d), (f) are true.

(a) True. (b) False. (¢) True. (d) True. (e) True.
(a) False. (b) True. (¢) True. (d) False.

Cindy and Don attended the talk.

(b)a (d)a (f)> (g) are true.

Only (c) implies that PV Q is false.

Exercises for Section 2.5: More on Implications

(a) P(n)= Q(n): If 5n + 3 is prime, then 7n + 1 is prime.
(b) P(2)
(c) P(6)

(2): If 13 is prime, then 15 is prime. (False)

= Q(2):
= Q(6): If 33 is prime, then 43 is prime. (True)
(a) P(x)= Q(x): If |x| =4, then z = 4.

P(—4) = Q(—4) is false.

P(=3)=Q
P1) = Q1
P4) = Q4
P(5)=Q(5
(b) P(x) = Q(x): If 22 = 16, then |z| = 4. True for all x € S.

=Q

(
(¢) P(z)

—~

—3) is true.
is true.

is true.

—~— ~— ~—

is true.

(x): If x > 3, then 4z — 1 > 12. True for all z € S.

) All x € S for which = # 7.

) All x € S for which z > —1.
(¢) Alz e S.

) Allz e §S.

(a) True for (x,y) = (3,4) and (x,y) = (5,5) and false for (z,y) = (1,—1).

(b) True for (z,y) = (1,2) and (z,y) = (6,6) and false for (z,y) = (2,—-2).

(¢) True for (z,y) € {(1,—1),(—3,4),(1,0)} and false for (z,y) = (0, —1).

(a) If the z-coordinate of a point on the straight line with equation 2y + x — 3 = 0 is an integer,
then its y-coordinate is also an integer. Or: If —2n + 3 € Z, then n € Z.

(b) If n is an odd integer, then n? is an odd integer.

(c) Let n € Z. If 3n + 7 is even, then n is odd.
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2.35

2.36

2.37

2.38

2.39

2.40

2.41

2.42

2.43

2.44

2.45

(d) If f(z) = cosz, then f/'(z) = —sinz.
(e) If a circle has circumference 4, then its area is also 4.

(f) Let n € Z. If n? is even, then n is even.

Exercises for Section 2.6: Biconditionals

P & @Q: 18 is odd if and only if 25 is even. (True)

The integer z is odd if and only if 22 is odd.

That the integer x is odd is a necessary and sufficient condition for 22 to be odd.

Let z € R. Then |z — 3| < 1 if and only if = € (2,4).

For z € R, |x — 3| < 1 is a necessary and sufficient condition for = € (2,4).

i

P(z): x # —2. True if z = 0, 2.

Q(x): x = =2 or 22 = 4. True if v = —2,2.

Q(z): = —2 and 2% = 4. True if z = —2.

= Q(z): If x = —2, then 22 = 4. True for all z.

= P(x): If 22 = 4, then x = —2. True if z = 0, —2.
& Q(

x): x = —2 if and only if 22 = 4. True if z = 0, —2.

(a) True for all z € S — {—4}.
(b) True for z € S — {3}.
(¢) True for z € S — {—4,0}.

(a) True for (x,y) € {(3,4),(5,5)}.
(b) True for (z,y) € {(1,2),(6,6)}.
(¢) True for (z,y) € {(1,-1),(1,0)}.

True if n = 3.
True if n = 3.

P(1) = Q(1) is false (since P(1) is true and Q(1) is false).
Q(3) = P(3) is false (since Q(3) is true and P(3) is false).
P(2) & Q(2) is true (since P(2) and Q(2) are both true).

i) P(1) = Q(1) is false;
ii) Q(4) = P(4) is true;
(2)

P(2) & R(2) is true;
iv) Q(3) & R(3) is false.

iii)

(
(
(
(

True for alln € S.
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Exercises for Section 2.7: Tautologies and Contradictions

2.46 The compound statement P = (P V Q) is a tautology since it is true for all combinations of truth

values for the component statements P and . See the truth table below.

P Q| PVQ | P=(PVQ)
T | T T T
T|F T T
F|T T T
F|F F T

2.47 The compound statements (P A (~ Q)) A (PAQ) and (P =~ Q) A (P AQ) are contradictions. See
the truth table below.

PIQ[~Q[PAQ[PA(~Q) [(PAQONDALPAQ) [P=~Q [ (P=2~Q)A(PAQ)
T[T | F T F F F F
T|F| T F T F T F
F|T]| F F F F T F
F|I|F | T F F F T F

2.48 The compound statement (P A (P = Q)) = @ is a tautology since it is true for all combinations

of truth values for the component statements P and (). See the truth table below.

Pl Q| P=Q | PAP=Q) (PA(P=Q)) =Q
T T T T T
T F F F T
F T T F T
F F T F T

(PA(P=Q)) = Q: If Pand P implies @, then Q.

2.49 The compound statement ((P = Q) A (Q = R)) = (P = R) is a tautology since it is true for all

combinations of truth values for the component statements P, Q and R. See the truth table below.

P

=
=

Q

Q P=QNQ@=R) | P (P=Q)A(Q=R))=(P=R)

el N RSl I e e
CEEEIEICIEE T S
S
L N
G L

A
T
F
T
T
F
F
F
T

SammssaAl
AR aaal

(P=Q)AN(Q = R)) = (P = R): If Pimplies Q and @ implies R, then P implies R.

2.50 (a) RV S is a tautology. (b) RAS is a contradiction.

(¢) R = S is a contradiction.  (d) S = R is a tautology.

2.51 The compound statement (P V Q) V (Q = P) is a tautology.

P Q PVQ Q=P (PVQ)V(Q=P)
T T T T T
T F T T T
F T T F T
F F F T T
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2.52 The compound statement R = ((P = Q) = P) = (P = (Q = P)) is a tautology.

P | Q P =Q (P=Q)=P Q=P P =(Q = P) R
T T T T T T T
T F F T T T T
F T T F F T T
F F T F T T T

Exercises for Section 2.8: Logical Equivalence

2.53 (a) See the truth table below.

PlQ[~P[~Q[P=>Q | (~P)=>(~Q)
T[T | F F T T
T|F F T F T
F|lT| T F T F
F|IF | T T T T

Since P = @ and (~ P) = (~ @) do not have the same truth values for all combinations of
truth values for the component statements P and (), the compound statements P = ) and
(~ P) = (~ Q) are not logically equivalent. Note that the last two columns in the truth table

are not the same.

(b) The implication @Q = P is logically equivalent to (~ P) = (~ Q).

2.54 (a) See the truth table below.

PlQI~P [ ~Q[PVQ [ ~(PVQ) [ (~P)V(~Q)
T[T ]| F F T F F
T|F F T T F T
F|T| T F T F T
F|F | T T F T T

Since ~ (P V Q) and (~ P) V (~ Q) do not have the same truth values for all combinations
of truth values for the component statements P and ), the compound statements ~ (P V Q)

and (~ P)V (~ @) are not logically equivalent.

(b) The biconditional ~ (P V Q) < ((~ P)V (~ Q)) is not a tautology as there are instances

when this biconditional is false.

2.55 (a) The statements P = @ and (P A Q) < P are logically equivalent since they have the same
truth values for all combinations of truth values for the component statements P and Q. See
the truth table.

P Q P =qQ PAQ (PAQ) & P
T T T T T
T F F F F
F T T F T
F F T F T

(b) The statements P = (Q V R) and (~ Q) = ((~ P) V R) are logically equivalent since they
have the same truth values for all combinations of truth values for the component statements
P, @ and R. See the truth table.



2.56

2.57

2.58

2.59

2.60
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PIQ R | ~P [~Q | QVE [P (QVR) | (~P)VE | (~Q) = (~P)VR)
T[T | T F F T T T T
T F T F T T T T T
FlT|T]| T F T T T T
F|F|T]| T T T T T T
T|T|F | F F T T F T
T|F|F| F T F F F F
F T F T F T T T T
F|F|F| T T F T T T

The statements @ and (~ Q) = (P A (~ P)) are logically equivalent since they have the same
truth values for all combinations of truth values for the component statements P and Q). See the
truth table below.

PlQ|~P | ~Q[PA(~P) | (~Q)=(PA(~P))
T[T | F F F T
T|F | F T F F
F|T| T F F T
F|F | T T F F

The statements (P V Q) = R and (P = R) A (Q = R) are logically equivalent since they have the
same truth values for all combinations of truth values for the component statements P, @ and R.
See the truth table.

Q
v
<
n
=yl
v
Y
o
Y

Hmamassal

PSRAQSR)

SRR R R RN R
Sl Rl R RN )
e E A Ay
HMEaRsmAEAaA<
IR S
RRmERRAAll
RemmsaAaH>

If S and T are not logically equivalent, there is some combination of truth values of the component
statements P, Q) and R for which S and T have different truth values.

Since there are only four different combinations of truth values of P and @ for the second and third
rows of the statements S, So, S5, 5, and Sj, at least two of these must have identical truth tables

and so are logically equivalent.

Exercises for Section 2.9: Some Fundamental
Properties of Logical Equivalence

(a) The statement PV (Q A R) is logically equivalent to (P V Q) A (P V R) since the last two

columns in the truth table in Figure 4 are the same.

(b) The statement ~ (P V Q) is logically equivalent to (~ P) A (~ @) since the last two columns
in the truth table in Figure 5 are the same.

(a) Both z # 0 and y # 0.

(b) Either the integer a is odd or the integer b is odd.
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P Q R PVQ PVR QAR PV(QAR) (PVQA(PVR
T|r|T| T T T T T
TI|F|T| T T F T T
FlT|T| T T T T T
F|F|T| F T F F F
T|T|F| T T F T T
T|F|F| T T F T T
FlTr |F| T F F F F
F|F|F| F F F F F
Figure 4: Answer for Exercise 2.60(a)
P Q ~P~Q PvQ ~(PVQ) (~P)A(~Q)
Tir|F |F | 7T F F
T|\F|F |T T F F
Flr|T | F | T F F
Flr|T | T | F T T

Figure 5: Answer for Exercise 2.60(b)

2.62 (a) z and y are even only if zy is even.
(

)

b) If xy is even, then x and y are even.

(c) Either at least one of z and y is odd or zy is even.
(d) x and y are even and zy is odd.

2.63 Either 22> =2 and = # V2 or £ = /2 and 2? # 2.

2.64 The statement [(PVQ)A ~ (PAQ)] is logically equivalent to ~ (P < @) since the last two columns
in the truth table below are the same.

P

P 1Q VQ [ PAQ | ~(PAQ) | PoQ | (PVRIN~(PAQ) | ~(P Q)
T [T T T F T F F
T | F T F T F T T
F [T T F T F T T
F | F F F T T F F

2.65 If 3n + 4 is odd, then 5n — 6 is odd.

2.66 n? is odd if and only if 7n + 2 is even.

Exercises for Section 2.10: Quantified Statements

2.67 Vz € S, P(x) : For every odd integer z, the integer 2 + 1 is even.

Jz € S, Q(x) : There exists an odd integer x such that z” is even.

2.68 Let R(x) : 2> + x4+ liseven. and let S = {x € Z : x is odd}.
Vz € S, R(x) : For every odd integer z, the integer 22 + = + 1 is even.

Jr € S, R(z) : There exists an odd integer z such that 2% + z + 1 is even.






