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Errata for the first printing

The following corrections will be made in the second printing of the text, expected in 2011. The solutions
manual is written as if they have already been made.
Page 65: Exercise 14: belongs in Section 2.7.
Page 65: Exercise 16: should read “(cf. Exercise 2.3.21)”, not “(cf. Exercise 2.2.21)”.
Page 71: Exercise 9 (b): Z5

4 should be Z4
5.

Page 72: Exercise 11: “over V ” should be “over F”.
Page 72: Exercise 15: “i = 1, 2, . . . , k” should be “j = 1, 2, . . . , k” (twice).
Page 79: Exercise 1: “x3 = 2” should be “x3 = 3”.
Page 82: Exercise 14(a): “Each Ai and Bi has degree 2n + 1” should read “Ai, Bi ∈ P2n+1 for all i =
0, 1, . . . , n”.
Page 100, Exercise 11: “K : C[a, b]→ C[a, b]” should be “K : C[c, d]→ C[a, b]”
Page 114, Line 9: “L : Fn → Rm” should be “L : Fn → Fm”.
Page 115: Exercise 8:

S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} X = {(1, 1, 1), (0, 1, 1), (0, 0, 1)}.

should be
S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}, X = {(1, 1, 1), (0, 1, 1), (0, 0, 1)}.

Page 116, Exercise 17(b): “Fmn” should be “Fmn”.
Page 121, Exercise 3: “T : R4 → R3” should be “T : R4 → R4”.
Page 124, Exercise 15: “T : X/ker(L)→ R(U)” should be “T : X/ker(L)→ R(L)”.
Page 124, Exercise 15:

T ([x]) = T (x) for all [x] ∈ X/ker(L)

should be
T ([x]) = L(x) for all [x] ∈ X/ker(L).

Page 129, Exercise 4(b): Period is missing at the end of the sentence.
Page 130, Exercise 8: L : Z3

3 → Z3
3 should read L : Z3

5 → Z3
5

Page 130, Exercise 13(b): “T defines . . . ” should be “S defines . . . ”.
Page 131, Exercise 15: “K : C[a, b]× C[c, d]→ C[a, b]” should be “K : C[c, d]→ C[a, b]”.
Page 138, Exercise 7(b): “define” should be “defined”.
Page 139, Exercise 12: In the last line, “sp{x1, x2, . . . , xn}” should be “sp{x1, x2, . . . , xk}”.
Page 139, Exercise 12: The proposed plan for the proof is not valid. Instead, the instructions should read:
Choose vectors x1, . . . , xk ∈ X such that {T (x1), . . . , T (xk)} is a basis for R(T ), and choose a basis {y1, . . . , y�}
for ker(T ). Prove that {x1, . . . , xk, y1, . . . , y�} is a basis for X . (Hint: First show that ker(T ) ∩ sp{x1, . . . , xk}
is trivial.)
Page 140, Exercise 15: In the displayed equation, |Aii should be |Aii|.
Page 168: Definition 132 defines the adjacency matrix of a graph, not the incidence matrix (which is something
different). The correct term (adjacency matrix) is used throughout the rest of the section. (Change “incidence”
to “adjacency” in three places: the title of Section 3.10.1, Page 168 line -2, Page 169 line 1.)
Page 199, Equation (3.41d): “x1, x2 ≤ 0” should be “x1, x2 ≥ 0”.
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2 Errata for the first printing

Page 204, Exercise 10: “α1, . . . , αk ∈ R” should be “α1, . . . , αk ≥ 0”. Also, C should not be boldface in the
displayed formula.
Page 221, Exercise 9: “m > n” should be “m < n”.
Page 242, Corollary 194: “for each i = 1, 2, . . . , t” should be “for each i = 1, 2, . . . ,m”.
Page 251, Exercise 18(e):

w =
[

0
v

]
,

should be

w =
[

0
v

]
.

(That is, the comma should be a period.)
Page 256, Exercise 13: First line should read “Let X be a finite-dimensional vector space over C with
basis. . . ”. References in part (b) to Fn×n, F k×k, F k×�, F �×� should be replaced with Cn×n, etc. Also, in part
(b), “Prove that [T ]X” should be replaced with “Prove that [T ]X ,X”.
Page 264, Exercise 3: Add “Assume {p, q} is linearly independent.”
Page 271, Exercise 3: “. . . we introduced the incidence matrix . . . ” should be “. . . we introduced the
adjacency matrix . . . ”.
Page 282, Exercise 6: S = sp{(1, 3,−3, 2), (3, 7,−11,−4)} should be S = sp{(1, 4,−1, 3), (4, 7,−19, 3)}.
Page 282, Exercise 7(b): “N (A) ∩ col(A)” should be “N (A) ∩ col(A) = {0}”.
Page 283, Exercise 12: “Lemma 5.1.2” should be “Lemma 229”.
Page 306, Example 252: “B = {p0, D(p0), D2(p0)} = {x2, 2x, 2}” should be “B = {D2(p0), D(p0), p0} =
{2, 2x, x2}”. Also, “[T ]B,B” should be “[D]B,B” (twice). Similarly, A should be defined as {2,−1+2x, 1−x+x2}
and “[T ]A,A” should be “[D]A,A”.
Page 308, Exercise 3: “Suppose X is a vector space. . . ” should be “Suppose X is a finite-dimensional vector
space. . . ”.
Page 311, Line 7: “corresponding to λ” should be “corresponding to λi”.
Page 316, Exercise 6(f): Should end with a “;” instead of a “.”.
Page 317, Exercise 15: “ker((T − λI)2) = ker(A− λI)” should be “ker((T − λI)2) = ker(T − λI)”.
Page 322, displayed equation (5.21): The last line should read v′r = λvr.
Page 325, Exercise 9: “If U(t0) is singular, say U(t)c = 0 for some c ∈ Cn, c �= 0” should be “If U(t0) is
singular, say U(t0)c = 0 for some c ∈ Cn, c �= 0”.
Page 331, Line 16: “. . . is at least t+ 1” should be “. . . is at least s+ 1”.
Page 356, Exercise 9: “. . . such that {x1, x2, x3, x4}.” should be “. . . such that {x1, x2, x3, x4} is an orthog-
onal basis for R4.”
Page 356, Exercise 13: “. . . be a linearly independent subset of V ” should be “. . . be an orthogonal subset
of V ”
Page 356, Exercise 14: “. . . be a linearly independent subset of V ” should be “. . . be an orthogonal subset
of V ”
Pages 365–368: Miscellaneous exercises 1–21 should be numbered 2–22.
Page 365, Exercise 6 (should be 7): “. . . under the L2(0, 1) norm” should be “. . . under the L2(0, 1) inner
product”.
Page 383, Line 1: “col(T )” should be “col(A)” and “col(T )⊥” should be “col(A)⊥”.
Page 383, Exercise 3: “. . . a basis for R4” should be “. . . a basis for R3”.
Page 384, Exercise 6: “basis” should be “bases”.
Page 385, Exercise 14: “Exercise 6.4.13” should be “Exercise 6.4.1”. “That exercise also” should be
“Exercise 6.4.13”.
Page 385, Exercise 15: “See Exercise 6.4” should be “See Exercise 6.4.14”.
Page 400, Exercise 4:

f̃(x) = f

(
a+

b− a
2

(t+ 1)
)
.
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should be

f̃(x) = f

(
a+

b− a
2

(x+ 1)
)
.

Page 410, Exercise 1: The problem should specify � = 1, k(x) = x+ 1, f(x) = −4x− 1.
Page 411, Exercise 6: “u(�) = 0.” should be “u(�) = 0” (i.e. there should not be a period after 0).
Page 424, Exercise 1: “. . . prove (1)” should be “. . . prove (6.50)”.
Page 432, Exercise 9: “G−1/2 is the inverse of G−1/2” should be “G−1/2 is the inverse of G1/2”.
Page 433, Exercise 16: “. . . so we will try to estimate the values u(x1), u(x2), . . . , u(xn)” should be “. . . so
we will try to estimate the values u(x1), u(x2), . . . , u(xn−1)”.
Page 438, Exercise 3: “. . . define T : Rn → Fn” should be “. . . define T : Fn → Fn”.
Page 448, Exercise 8: In the formula for f , −200x2

1x2 should be −200x2
1x2. Also, (−1.2, 1) should be (1, 1).

Page 453, Exercise 6: Add: “Assume ∇g(x(0)) has full rank.”
Page 475, Exercise 10: “A = GH” should be “A = GQ”.
Page 476, Exercise 15(a):

‖A‖F =

√√√√ m∑
i=1

n∑
j=1

|A2
ij for all A ∈ Cm×n.

should be

‖A‖F =

√√√√ m∑
i=1

n∑
j=1

|Aij |2 for all A ∈ Cm×n.

Page 476, Exercise 15: No need to define ‖C‖F again.
Page 501, last paragraph: The text fails to define k ≡ � (mod p) for general k, � ∈ Z. The following text
should be added: “In general, for k, � ∈ Z, we say that k ≡ � (mod p) if p divides k − �, that is, if there exists
m ∈ Z with k = � + mp. It is easy to show that, if r is the congruence class of k ∈ Z, then p divides k − r,
and hence this is consistent with the earlier definition. Moreover, it is a straightforward exercise to show that
k ≡ � (mod p) if and only if k and � have the same congruence class modulo p.”
Page 511, Theorem 381: “A(k)

ij = Aij” should be “M (k)
ij = Aij”.

Page 516, Exercise 8: “A(1), A(2), . . . , A(n−1)” should be “M (1),M (2), . . . ,M (n−1)”.
Page 516, Exercise 10: n2/2− n/2 should be n2 − n.
Page 523, Exercise 6(b): “. . . the columns of AP are. . . ” should be “. . . the columns of APT are. . . ”.
Page 535, Theorem 401: ‖A‖1 should be ‖A‖∞ (twice).
Page 536, Exercise 1: “. . . be any matrix norm. . . ” should be “. . . be any induced matrix norm. . . ”.
Page 554, Exercise 4: “. . . b is consider the data . . . ” should be “. . . b is considered the data . . . ”.
Page 554, Exercise 5: “. . . b is consider the data . . . ” should be “. . . b is considered the data . . . ”.
Page 563, Exercise 7: “Let v ∈ Rm be given and define α = ±‖x‖2, let {u1, u2, . . . , um} be an orthonormal
basis for Rm, where u1 = x/‖x‖2 . . . ” should be “Let v ∈ Rm be given, define α = ±‖v‖2, x = αe1 − v,
u1 = x/‖x‖2, and let {u1, u2, . . . , um} be an orthonormal basis for Rm,. . . ”.
Page 571, Exercise 3: “Prove that the angle between Akv0 and x1 converges to zero as k →∞” should be
“Prove that the angle between Akv0 and sp{x1} = EA(λ1) converges to zero as k →∞.
Page 575, line 15: 3n2 − n should be 3n2 + 2n− 5.
Page 575, line 16: “n square roots” should be “n− 1 square roots”.
Page 580, Exercise 3: “. . . requires 3n2−n arithmetic operations, plus the calculation of n square roots,. . . ”
should be “. . . requires 3n2 + 2n− 5 arithmetic operations, plus the calculation of n− 1 square roots,. . . ”.
Page 585, line 19: “original subsequence” should be “original sequence”.
Page 585, line 20: “original subsequence” should be “original sequence”.
Page 604, Exercise 4: “Theorem 4” should be “Theorem 451”.
Page 608, line 18: “. . . exists a real number. . . ” should be “. . . exists as a real number. . . ”.





Chapter 2

Fields and vector spaces

2.1 Fields

1. Let F be a field.

(a) We wish to prove that −1 �= 0. Let us argue by contradiction, and assume that −1 = 0. Then
α+ (−1) = α for all α ∈ F ; in particular, 1 + (−1) = 1. But 1 + (−1) = 0 by definition of −1, and
therefore 1 = 0 must hold. This contradicts the definition of a field (which states that 1 and 0 are
distinct elements), and hence −1 = 0 cannot hold in a field.

(b) It need not be the case that −1 �= 1; in fact, in Z2, 1 + 1 = 0, and therefore −1 = 1.

2. Let F be a field. We wish to show that the multiplicative identity 1 is unique. Let us suppose that γ ∈ F
satisfies αγ = α for all α ∈ F . We then have 1 = 1 · γ (since γ is a multiplicative identity), and also
γ = 1 · γ (since 1 is a multiplicative identity). This implies that γ = 1, and hence the multiplicative
identity is unique.

3. Let F be a field and let α ∈ F be nonzero. We wish to show that the multiplicative inverse of α is
unique. Suppose β ∈ F satisfies αβ = 1. Then, multiplying both sides of the equation by α−1, we obtain
α−1(αβ) = α−1 · 1, or (α−1α)β = α−1, or 1 · β = α−1. It follows that β = α−1, and thus α has a unique
multiplicative inverse.

4. Let F be a field, and suppose α, β, γ ∈ F .

(a) We have (−α) + α = 0; since the additive inverse of −α is unique, this implies that α = −(−α).

(b) Using the associate and commutative properties of addition, we can rewrite (α+ β) + (−α+ (−β))
as (α+ (−α)) + (β + (−β)) = 0 + 0 = 0. Therefore, −(α+ β) = −α+ (−β).

(c) As in the last part, we can use commutativity and associativity to show that (α−β)+(−α+β) = 0.

(d) We have αβ + α(−β) = α(β + (−β)) = α · 0 = 0, and this proves that −(αβ) = α(−β).

(e) This follows from the previous result and the commutative property of multiplication.

(f) Applying the first, fourth, and fifth results, we have (−α)(−β) = −(α(−β)) = −(−(αβ)) = αβ.

(g) Assume α �= 0. Then α(α−1 + (−α)−1) = αα−1 + α(−α)−1 = 1 − (−α)(−α)−1 = 1 − 1 = 0.
Since α �= 0, α(α−1 + (−α)−1) = 0 implies that α−1 + (−α)−1 = 0, which in turn implies that
(−α)−1 = −(α−1).

(h) Using the associative and commutative properties of multiplication, we can rewrite (αβ)(α−1β−1)
as (αα−1)(ββ−1) = 1 · 1 = 1. This shows that α−1β−1 = (αβ)−1.

(i) Using the definition of subtraction, the distributive property, and the fourth property above, we
have α(β − γ) = α(β + (−γ)) = αβ + α(−γ) = αβ + (−(αγ)) = αβ − αγ.

(j) This is proved in the same way as the previous result.

5
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5. (a) By definition, i2 = (0 + 1 · i)(0 + 1 · i) = (0 · 0− 1 · 1) + (0 · 1 + 1 · 0)i = −1 + 0 · i = −1.

(b) We will prove only the existence of multiplicative inverses, the other properties of a field being
straightforward (although possibly tedious) to verify. Let a + bi be a nonzero complex number
(which means that a �= 0 or b �= 0). We must prove that there exists a complex number c+ di such
that (a + bi)(c + di) = (ac − bd) + (ad + bc)i equals 1 = 1 + 0 · i. This is equivalent to the pair of
equations ac−bd = 1, ad+bc = 0. If a �= 0, then the second equation yields d = −bc/a; substituting
into the first equations yields ac+ b2c/a = 1, or c = a/(a2 + b2). Then d = −bc/a = −b/(a2 + b2).
This solution is well-defined even if a = 0 (since in that case b �= 0), and it can be directly verified
that it satisfies (a + bi)(c + di) = 1 in that case also. Thus each nonzero complex number has a
multiplicative inverse.

6. Let F be a field, and let α, β, γ ∈ F with γ �= 0. Suppose αγ = βγ. Then, multiplying both sides by γ−1,
we obtain (αγ)γ−1 = (βγ)γ−1, or α(γγ−1) = β(γγ−1), which then yields α · 1 = β · 1, or α = β.

7. Let F be a field and let α, β be elements of F . We wish to show that the equation α+x = β has a unique
solution. The proof has two parts. First, if x satisfies α + x = β, then adding −α to both sides shows
that x must equal −α+ β = β−α. This shows that the equation has at most one solution. On the other
hand, x = −α+ β is a solution since α+ (−α+ β) = (α− α) + β = 0 + β = β. Therefore, α+ x = β has
a unique solution, namely, x = −α+ β.

8. Let F be a field, and let α, β ∈ F . We wish to determine if the equation αx = β always has a unique
solution. The answer is no; in fact, there are three possible cases. First, if α = 0 and β = 0, then αx = β
is satisfied by every element of F , and there are multiple solutions in this case. Second, if α = 0, β �= 0,
then αx = β has no solution (since αx = 0 for all x ∈ F in this case). Third, if α �= 0, then αx = β
has the unique solution x = α−1β. (Existence and uniqueness is proved in this case as in the previous
exercise.)

9. Let F be a field.

Let α, β, γ, δ ∈ F , with β, δ �= 0. We wish to show that

α

β
+
γ

δ
=
αδ + βγ

βδ
,
α

β
· γ
δ

=
αγ

βδ
.

Using the definition of division, the commutative and associative properties of multiplication, and finally
the distributive property, we obtain

α

β
+
γ

δ
= αβ−1 + γδ−1 = (α · 1)β−1 + (γ · 1)δ−1

= (α(δδ−1))β−1 + (γ(ββ−1))δ−1 = ((αδ)δ−1)β−1 + ((γβ)β−1)δ−1

= (αδ)(δ−1β−1) + (γβ)(β−1δ−1) = (αδ)(δβ)−1) + (γβ)(βδ)−1

= (αδ)(βδ)−1) + (γβ)(βδ)−1 = ((αδ) + (γβ))(βδ)−1

=
αδ + βγ

βδ
.

Similarly,

α

β
· γ
δ

= (αβ−1)(γδ−1) = ((αβ−1)γ)δ−1 = (α(β−1γ))δ−1 = (α(γβ−1))δ−1

= ((αγ)β−1)δ−1 = (αγ)(β−1δ−1) = (αγ)(βδ)−1 =
αγ

βδ
.

Now assuming that β, γ, δ �= 0, we wish to show that

α/β

γ/δ
=
αδ

βγ
.
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Using the fact that (δ−1)−1 = δ, we have

α/β

γ/δ
= (αβ−1)(γδ−1)−1 = (αβ−1)(γ−1δ) = ((αβ−1)γ−1)δ

= (α(β−1γ−1))δ = (α(βγ)−1)δ = α((βγ)−1δ)

= α(δ(βγ)−1) = (αδ)(βγ)−1 =
αδ

βγ
.

10. Let F be a field, and let α ∈ F be given. We wish to prove that, for any β1, . . . , βn ∈ F , α(β1+ · · ·+βn) =
αβ1 + · · ·+αβn. We argue by induction on n. For n = 1, the result is simply αβ1 = αβ1. Suppose that for
some n ≥ 2, α(β1 + · · ·+ βn−1) = αβ1 + · · ·+αβn−1 for any β1, . . . , βn−1 ∈ F . Let β1, . . . , βn−1, βn ∈ F .
Then

α(β1 + · · ·+ βn) = α((β1 + · · ·+ βn−1) + βn)
=α(β1 + · · ·+ βn−1) + αβn = αβ1 + · · ·+ αβn−1 + αβn.

(In the last step, we applied the induction hypothesis, and in the step preceding that, the distributive
property of addition of multiplication.) This shows that α(β1 + · · · + βn) = αβ1 + · · · + αβn, and the
general result now follows by induction.

11. (a) The space Z is not a field because multiplicative inverses do not exist in general. For example, 2 �= 0,
yet there exists no n ∈ Z such that 2n = 1.

(b) The space Q of rational number is a field. Assuming the usual definitions for addition and multipli-
cation, all of the defining properties of a field are straightforward to verify.

(c) The space of positive real numbers is not a field because there is no additive identity. For any
z ∈ (0,∞), x+ z > x for all x ∈ (0,∞).

12. Let F = {(α, β) : α, β ∈ R}, and define addition and multiplication on F by (α, β)+(γ, δ) = (α+γ, β+δ),
(α, β) · (γ, δ) = (αγ, βδ). With these definitions, F is not a field because multiplicative inverses do not
exists. It is straightforward to verify that (0, 0) is an additive inverse and (1, 1) is a multiplicative inverse.
Then (1, 0) �= (0, 0), yet (1, 0) · (α, β) = (α, 0) �= (1, 1) for all (α, β) ∈ F . Since F contains a nonzero
element with no multiplicative inverse, F is not a field.

13. Let F = (0,∞), and define addition and multiplication on F by x ⊕ y = xy, x  y = xln y. We wish
to show that F is a field. Commutativity and associativity of addition follow immediately from these
properties for ordinary multiplication of real numbers. Obviously 1 is an additive inverse, and the additive
inverse of x ∈ F is its reciprocal 1/x. The properties of multiplication are less obvious, but note that
x  y = eln (y�x) = eln (y) ln (x), and this formula makes both commutativity and associativity easy to
verify. We also see that e is a multiplicative identity: x  e = xln (e) = x1 = x for all x ∈ F . For any
x ∈ F , x �= 1, y = e1/ ln (x) is a multiplicative inverse. Finally, for any x, y, z ∈ F , x (y⊕z) = x (yz) =
xln (yz) = xln (y)+ln (z) = xln (y)xln (z) = (x y)(x z) = (x y)⊕ (x z). Thus the distributive property
holds.

14. Suppose F is a set on which are defined two operations, addition and multiplication, such that all the
properties of a field are satisfied except that addition is not assumed to be commutative. We wish to
show that, in fact, addition must be commutative, and therefore F must be a field. We first note that
it is possible to prove that 0 · γ = 0, −1 · γ = −γ, and−(−γ) = γ for all γ ∈ F without invoking
commutativity of addition. Moreover, for all α, β ∈ F , −β + (−α) = −(α + β) since (α + β) + (−β +
(−α)) = ((α + β) + (−β)) + (−α) = (α + (β + (−β))) + (−α) = (α + 0) + (−α) = α + (−α) = 0. We
therefore conclude that −1 · (α + β) = −β + (−α) for all α, β ∈ F . But, by the distributive property,
−1 · (α + β) = −1 · α + (−1) · β = −α + (−β), and therefore −α+ (−β) = −β + (−α) for all α, β ∈ F .
Applying this property to −α, −β in place of α, β, respectively, yields α + β = β + α for all α, β ∈ F ,
which is what we wanted to prove.
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15. (a) In Z2 = {0, 1}, we have 0 + 0 = 0, 1 + 0 = 0 + 1 = 1, and 1 + 1 = 0. This shows that −0 = 0 (as
always) and −1 = 1. Also, 0 · 0 = 0 · 1 = 1 · 0 = 0, 1 · 1 = 1, and 1−1 = 1 (as in any field).

(b) The addition and multiplication tables for Z3 = {0, 1, 2} are

+ 0 1 2
0 0 1 2
1 1 2 0
2 2 0 1

· 0 1 2
0 0 0 0
1 0 1 2
2 0 2 1

We see that −0 = 0, −1 = 2, −2 = 1, 1−1 = 1, 2−1 = 2.
The addition and multiplication tables for Z5 = {0, 1, 2, 3, 4} are

+ 0 1 2 3 4
0 0 1 2 3 4
1 1 2 3 4 0
2 2 3 4 0 1
3 3 4 0 1 2
4 4 0 1 2 3

+ 0 1 2 3 4
0 0 0 0 0 0
1 0 1 2 3 4
2 0 2 4 1 3
3 0 3 1 4 2
4 0 4 3 2 1

We see that −0 = 0, −1 = 4, −2 = 3, −3 = 2, −4 = 1, 1−1 = 1, 2−1 = 3, 3−1 = 2, 4−1 = 4.

16. Let p be a positive integer that is prime. We wish to show that Zp is a field. The commutativity of addition
and multiplication in Zp follow immediately from the commutativity of addition and multiplication of
integers, and similarly for associativity and the distributive property. Obviously 0 is an additive identity
and 1 is a multiplicative identity. Also, 1 �= 0. For any α ∈ Zp, the integer p−α, regarded as an element
of Zp, satisfies α+(p−α) = 0 in Zp; therefore every element of Zp has an additive inverse. It remains only
to prove that every nonzero element of Zp has a multiplicative inverse. Suppose α ∈ Zp, α �= 0. Since
Zp has only finitely many elements, α, α2, α3, . . . cannot all be distinct; there must exist positive integers
k, �, with k > �, such that αk = α� in Zp. This means that the integers αk, α� satisfy αk = λ� + np for
some positive integer n, which in turn yields αk − α� = np or α�(αk−� − 1) = np. Now, a basic theorem
from number theory states that if a prime p divides a product of integers, then it must divide one of the
integers in the product. In this case, p must divide α or αk−� − 1. Since 0 < α < p, p does not divide α,
and therefore p divides αk−�−1. Therefore, αk−�−1 = sp, where s is a positive integer; this is equivalent
to αk−� = 1 in Zp. Finally, this means that ααk−�−1 = 1 in Zp, and therefore α has a multiplicative
inverse, namely, αk−�−1. This completes the proof that Zp is a field.

17. Let p be a positive integer that is not prime. It is easy to see that 1 is a multiplicative identity in Zp.
Since p is not prime, there exist integers m,n satisfying 1 < m,n < p and mn = p. But then, if m and
n are regarded as elements of Zp, m,n �= 0 and mn = 0, which is impossible in a field. Therefore, Zp is
not a field when p is not prime.

18. Let F be a finite field.

(a) Consider the elements 1, 1+1, 1+1+1, . . . in F . Since F contains only finitely many elements, there
must exist two terms in this sequence that are equal, say 1+1+ · · ·+1 (� terms) and 1+1+ · · ·+1
(k terms), where k > �. We can then add −1 to both sides � times to show that 1+1+ · · ·+1 (k− �
terms) equals 0 in F . Since at least one of the sequence 1, 1+1, 1+1+1, . . . equals 0, we can define
n to be the smallest integer greater than 1 such that 1 + 1 + · · · + 1 = 0 (n terms). We call n the
characteristic of the field.

(b) Given that the characteristic of F is n, for any α ∈ F , we have α+α+ · · ·+α = α(1+1+ · · ·+1) =
α · 0 = 0 if the sum has n terms.

(c) We now wish to show that the characteristic n is prime. Suppose, by way of contradiction, that
n = k�, where 1 < k, � < n. Define α = 1 + 1 + · · ·+ 1 (k terms) and β = 1 + 1 + · · ·+ 1 (� terms).
Then αβ = 1 + 1 + · · ·+ 1 (n terms), so that αβ = 0. But this implies that α = 0 or β = 0, which
contradicts the definition of the characteristic n. This contradiction shows that n must be prime.
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19. We are given that H represents the space of quaternions and the definitions of addition and multiplication
in H. The first two parts of the exercise are purely computational.

(a) i2 = j2 = k2 = −1, ij = k, ik = −j, jk = i, ji = −k, ki = j, kj = −i, ijk = −1.
(b) xx = xx = x2

1 + x2
2 + x2

3 + x2
4.

(c) The additive identity in H is 0 = 0 + 0i+ 0j + 0k. The additive inverse of x = x1 + x2i+ x3j + x4k
is −x = −x1 − x2i− x3j − x4k.

(d) The calculations above show that multiplication is not commutative; for instance, ij = k, ji = −k.
(e) It is easy to verify that 1 = 1 + 0i+ 0j + 0k is a multiplicative identity for H.
(f) If x ∈ H is nonzero, then xx = x2

1 + x2
2 + x2

3 + x2
4 is also nonzero. It follows that

x

xx
=
x1

xx
− x2

xx
i− x3

xx
j − x4

xx
k

is a multiplicative inverse for x:

x
x

xx
=
xx

xx
= 1.

20. In order to solve the first two parts of this problem, it is convenient to prove the following result. Suppose
F is a field under operations +, ·, G is a nonempty subset of F , and G is a field under operations ⊕,.
Moreover, suppose that for all x, y ∈ G, x + y = x ⊕ y and x · y = x  y. Then G is a subfield of F .
We already know (since the operations on F reduce to the operations on G when the operands belong
to G) that G is closed under + and ·. We have to prove that the additive and multiplicative identities
of F belong to G, which we will do by showing that 0F = 0G (that is, the additive identity of F equals
the additive identity of G under ⊕) and 1F = 1G (which has the analogous meaning). To prove the first,
notice that 0G + 0G = 0G ⊕ 0G since 0G ∈ G, and therefore 0G + 0G = 0G. Adding the additive inverse
(in F ) −0G to both sides of this equation yields 0G = 0F . A similar proof shows that 1F = 1G. Thus
0F , 1F ∈ G. We next show that if x ∈ G and −x denotes the additive inverse of x in F , then −x ∈ G.
We write �x for the additive inverse of x in G. We have x⊕ (�x) = 0, which implies that x+ (�x) = 0.
But then, adding −x to both sides, we obtain �x = −x, and therefore −x ∈ G. Similarly, if x ∈ G,
x �= 0, and x−1 denotes the multiplicative inverse of x in F , then x−1 ∈ G. This completes the proof.

(a) We wish to show that R is a subfield of C. It suffices to prove that addition and multiplication
in C reduce to the usual addition and multiplication in R when the operands are real numbers. If
x, y ∈ R ⊂ C, then (x + 0i) + (y + 0i) = (x + y) + (0 + 0)i = (x + y) + 0i = x + y. Similarly,
(x + 0i)(y + 0i) = (xy − 0 · 0) + (x · 0 + 0 · y)i = xy + 0i = xy. The the operations on C reduce to
the operations on R when the operands are elements of R, and therefore R is a subfield of C.

(b) We now wish to show that C is a subfield of H by showing that the operations of H reduce to the
operations on C when the operands belong to C. Let x = x1 + x2i, y = y1 + y2i belong to C, so
that x = x1 + x2i+ 0j + 0k, y = y1 + y2i+ 0j+ 0k can be regarded as elements of H. By definition,

x+ y = (x1 + x2i+ 0j + 0k) + (y1 + y2i+ 0j + 0k)
= (x1 + y1) + (x2 + y2)i+ (0 + 0)j + (0 + 0)k
= (x1 + y1) + (x2 + y2)i,

xy =(x1 + x2i+ 0j + 0k)(y1 + y2i+ 0j + 0k)
=(x1y1 − x2y2 − 0 · 0− 0 · 0)+

(x1y2 + x2y1 + 0 · 0− 0 · 0)i+
(x1 · 0− x2 · 0 + 0 · y1 + 0 · y2)j+
(x1 · 0 + x2 · 0− 0 · y2 + 0 · y1)k

=(x1y1 − x2y2) + (x1y2 + x2y1)i.

Thus both operations on H reduce to the usual operations on C, which shows that C is a subfield
of H.
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(c) Consider the subset S = {a + bi + cj : a, b, c ∈ R} of H. We wish to determine whether S is a
subsfield of H. In fact, S is not a subfield because it is not closed under multiplication. For example,
i, j ∈ S, but ij = k �∈ S.

2.2 Vector spaces

1. Let F be a field, and let V = {0} , with addition and scalar multiplication on V defined by 0 + 0 = 0,
α · 0 = 0 for all α ∈ F . We wish to prove that V is a vector space over F . This is a straightforward
verification of the defining properties. The commutative property of addition is vacuous, since V contains
a single element. We have (0 + 0) + 0 = 0 + 0 = 0 + (0 + 0), so the associative property holds. The
definition 0 + 0 = 0 shows both that 0 is an additive identity and that 0 is the additive inverse of 0,
the only vector in V . Next, for all α, β ∈ F , we have α(β · 0) = α · 0 = 0 = (αβ) · 0, so the associative
property of scalar multiplication is satisfied. Also, α(0 + 0) = α · 0 = 0 = 0 + 0 = α · 0 + α · 0 and
(α+ β) · 0 = 0 = α · 0 + β · 0, so both distributive properties hold. Finally, 1 · 0 = 0 by definition, so the
final property of a vector space holds. Thus V is a vector space over F .

2. Let F be an infinite field, and let V be a nontrivial vector space over F . We wish to show that V contains
infinitely many vectors. By definition, V contains a nonzero vector u. It suffices to show that, for all
α, β ∈ F , α �= β implies αu �= βu, since then V contains the infinite subset {αu : α ∈ F}. Suppose
α, β ∈ F , α �= β. Then αu = βu if and only if αu − βu = 0, that is, if and only if (α − β)u = 0. Since
u �= 0 by assumption, this implies that α − β = 0 by Theorem 5. Thus αu = βu implies α = β. which
completes the proof.

3. Let V be a vector space over a field F .

(a) Suppose z ∈ V is an additive identity. Then z+0 = z (since 0 is an additive identity) and 0+ z = 0
(since z is an additive identity). Then z = z+0 = 0+ z = 0, which shows that 0 is the only additive
identity in V .

(b) Let u ∈ V . If u + v = 0, then −u + (u + v) = −u + 0, which implies that (−u + u) + v = −u, or
0 + v = −u, or finally v = −u. Thus the additive inverse −u of u is unique.

(c) Suppose u, v ∈ V . Then (u+v)+(−u+(−v)) = ((u+v)+(−u))+(−v) = (u+(v+(−u)))+(−v) =
(u+ (−u+ v))+ (−v) = ((u+ (−u))+ v)+ (−v) = (0 + v)+ (−v) = v+ (−v) = 0. By the preceding
result, this shows that −u+ (−v) = −(u+ v).

(d) Suppose u, v, w ∈ V and u + v = u + w. Then −u + (u + v) = −u + (u + w), which implies that
(−u+ u) + v = (−u+ u) + w, or 0 + v = 0 + w, or finally v = w.

(e) Suppose α ∈ F and 0 is the zero vector in V . Then α0 +α0 = α(0 + 0) = α0; adding −(α0) to both
sides yields α0 = 0, as desired.

(f) Suppose α ∈ F , u ∈ V , and αu = 0. If α �= 0, then α−1 exists and α−1(αu) = α−1 · 0, which implies
(α−1α)u = 0 (applying the last result), which in turn yields 1 · u = 0 or finally u = 0. Therefore,
αu = 0 implies that α = 0 or u = 0.

(g) Suppose u ∈ V . Then 0 · u+ 0 · u = (0 + 0) · u = 0 · u. Adding −(0 · u) to both sides yields 0 · u = 0.
We then have u+ (−1)u = 1 · u+ (−1)u = (1 + (−1))u = 0 · u = 0, which shows that (−1)u = −u.

4. We are to prove that if F is a field, then Fn is a vector space over F . This is a straightforward verification
of the defining properties of a vector space, which follow in this case from the analogous properties of the
field F . The details are omitted.

5. We are to prove that F [a, b] (the space of all functions f : [a, b]→ R) is a vector space over R. Like the
last exercise, this straightforward verification is omitted.

6. (a) Let p be a prime and n a positive integer. Since each of the n components of x ∈ Zn
p can take on

any of the p values 0, 1, . . . , p− 1, there are pn distinct vectors in Zn
p .
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(b) The elements of Z2
2 are (0, 0), (0, 1), (1, 0), (1, 1). We have (0, 0) + (0, 0) = (0, 0), (0, 0) + (0, 1) =

(0, 1), (0, 0) + (1, 0) = (1, 0), (0, 0) + (1, 1) = (1, 1), (0, 1) + (0, 1) = (0, 0), (0, 1) + (1, 0) = (1, 1),
(0, 1) + (1, 1) = (1, 0), (1, 0) + (1, 0) = (0, 0), (1, 0) + (1, 1) = (0, 1), (1, 1) + (1, 1) = (0, 0).

7. (a) The elements of P1(Z2) are the polynomials 0, 1, x, 1 + x, which define distinct functions on Z2.
We have 0+0 = 0, 0+1 = 1, 0+x = x, 0+ (1+x) = 1+x, 1+1 = 0, 1+x = 1+x, 1+ (1+x) = x,
x+x = (1+1)x = 0x = 0, x+(1+x) = 1+(x+x) = 1, (1+x)+(1+x) = (1+1)+(x+x) = 0+0 = 0.

(b) Nominally, the elements of P2(Z2) are 0, 1, x, 1 + x, x2, 1 + x2, x + x2, 1 + x + x2. However, since
these elements are interpreted as functions mapping Z2 into Z2, it turns out that the last four
functions equal the first four. In particular, x2 = x (as functions), since 02 = 0 and 12 = 1. Then
1 + x2 = 1 + x, x + x2 = x + x = 0, and 1 + x + x2 = 1 + 0 = 1. Thus we see that the function
spaces P2(Z2) and P1(Z2) are the same.

(c) Let V be the vector space consisting of all functions from Z2 into Z2. To specify f ∈ V means to
specify the two values f(0) and f(1). There are exactly four ways to do this: f(0) = 0, f(1) = 0
(so f(x) = 0); f(0) = 1, f(1) = 1 (so f(x) = 1); f(0) = 0, f(1) = 1 (so f(x) = x); and f(0) = 1,
f(1) = 0 (so f(x) = 1 + x). Thus we see that V = P1(Z2).

8. Let V = (0,∞), with addition ⊕ and scalar multiplication  defined by u ⊕ v = uv for all u, v ∈ V
and α  u = uα for all α ∈ R and all u ∈ V . We will prove that V is a vector space over R. First of
all, ⊕ is commutative and associative (because multiplication of real numbers has these properties). For
all u ∈ V , u ⊕ 1 = u · 1 = u, so there is an additive identity. Also, if u ∈ V , then 1/u ∈ V satisfies
u ⊕ (1/u) = u(1/u) = 1, so each vector has an additive inverse. Next, if α, β ∈ R and u, v ∈ V , then
α  (β  u) = α  (uβ) = (uβ)α = uαβ = (αβ)  u, so the associative property of scalar multiplication
holds. Also, α (u⊕v) = α (uv) = (uv)α = uαvα = (αu)⊕ (αv) and (α+β)u = uα+β = uαuβ =
(α  u)⊕ (β  u). Thus both distributive properties hold. Finally, 1 u = u1 = u. This completes the
proof that V is a vector space over R.

9. Let V = R2 with the usual scalar multiplication and the following nonstandard vector addition: u⊕ v =
(u1 + v1, u2 + v2 + 1) for all u, v ∈ R2. It is easy to check that commutativity and associativity of ⊕
hold, that (0,−1) is an additive identity, and that each u = (u1, u2) has an additive inverse, namely,
(−u1,−u2− 2). Also, α(βu) = (αβ)u for all u ∈ V , α, β ∈ R (since scalar multiplication is defined in the
standard way). However, if α ∈ R, then α(u+ v) = α(u1 + v1, u2 + v2 +1) = (αu1 +αv1, αu2 +αv2 +α),
while αu + αv = (αu1, αu2) + (αv1, αv2) = (αu1 + αv1, αu2 + αv2 + 1), and these are unequal if α �= 1.
Thus the first distributive property fails to hold, and V is not a vector space over R. (In fact, the second
distributive property also fails.)

10. Let V = R2 with the usual scalar multiplication, and with addition defined by u⊕v = (α1u1+β1v1, α2u2+
β2v2), where α1, α2, β1, β2 ∈ R are fixed. We wish to determine what values of α1, α2, β1, β2 will make V
a vector space over R. We first note that ⊕ is commutative if and only if α1 = β1, α2 = β2. We therefore
redefine u⊕ v as (α1u1 + α1v1, α2u2 + α2v2) = (α1(u1 + v1), α2(u2 + v2)). Next, we have (u⊕ v)⊕ w =
(α2

1u1 + α2
1v1 + α1w1, α

2
2u2 + α2

2v2 + α2w2), u ⊕ (v ⊕ w) = (α1u1 + α2
1v1 + α2

1w1, α2u2 + α2
2v2 + α2

2w2).
From this, it is easy to show that (u ⊕ v) ⊕ w = u ⊕ (v ⊕ w) for all u, v, w ∈ R if and only if α2

1 = α1

and α2
2 = α2, that is, if and only if α1 = 0 or α1 = 1, and similarly for α2. However, if α1 = 0 or α2 = 0,

then no additive identity can exist. For suppose α1 = 0. Then u ⊕ v = (0, α2(u2 + v2)) for all u, v ∈ V ,
and no z ∈ V can satisfy u ⊕ z = u if u1 �= 0. Similarly, if α2 = 0, then no additive identity can exist.
Therefore, if V is to be a field over R2, then we must have α1 = β1 = α2 = β2 = 1, and V reduces to R2

under the usual vector space operations.

11. Suppose V is the set of all polynomials (over R) of degree exactly two, together with the zero polynomial.
Addition and scalar multiplication are defined on V in the usual fashion. Then V is not a vector space
over R because it is not closed under addition. For example, 1 + x + x2 ∈ V , 1 + x − x2 ∈ V , but
(1 + x+ x2) + (1 + x− x2) = 2 + 2x �∈ V .

12. (a) We wish to find a function lying in C(0, 1) but not in C[0, 1]. A suitable function with a discontinuity
at one of the endpoints provides an example. For example, f(x) = 1/x satisfies f ∈ C(0, 1) and
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f �∈ C[0, 1], as does f(x) = 1/(1− x) or f(x) = 1/(x− x2). A different type of example is provided
by f(x) = sin (1/x).

(b) The function f(x) = |x| belongs to C[−1, 1] but not to C1[−1, 1].

13. Let V be the space of all infinite sequences of real numbers, and define {xn} + {yn} = {xn + yn},
α{xn} = {αxn}. The proof that V is a vector space is a straightforward verification of the defining
properties, no different than for Rn, and will not be given here.

14. Let V be the set of all piecewise continuous functions f : [a, b] → R, with addition and scalar multi-
plication defined as usual for functions. We wish to show that V is a vector space over R. Most of
the properties of a vector space are automatically satisfied by V because it is a subset of the space of
all real-valued functions on [a, b], which is known to be a vector space. Specifically, commutativity and
associativity of addition, the associative property of scalar multiplication, the two distributive laws, and
the fact that 1 · u = u for all u ∈ V are all obviously satisfied. Moreover, the 0 function is continuous
and hence by definition piecewise continuous, and therefore 0 ∈ V . It remains only to show that V
is closed under addition and scalar multiplication (then, since −u = −1 · u for any function u, each
function u ∈ V must have an additive inverse in V ). Let u ∈ V , α ∈ R, and suppose u has points of
discontinuity x1 < x2 < · · · < xk−1, where x1 > x0 = a and xk−1 < xk = b. Then u is continuous on
each interval (xi−1, xi), i = 1, 2, . . . , k, and therefore, by a simple theorem of calculus (any multiple of a
continuous function is continuous), αu is also continuous on each (xi−1, xi). The one-sided limits of αu
at x0, x1, . . . , xk exist since, for example,

lim
x→x+

i

αu(x) = α lim
x→x+

i

u(x)

(and similarly for left-hand limits). Therefore, αu is piecewise continuous and therefore αu ∈ V . Now
suppose u, v belong to V . Let {x1, x2, . . . , x�−1} be the union of the sets of points of discontinuity of u
and of v, ordered so that a = x0 < x1 < · · · < x�−1 = x� = b. Then, since both u and v are continuous
at all other points in (a, b), u + v is continuous on every interval (xi−1, xi). Also, at each xi, either
limx→xi u(x) exists (if u is continuous at xi, that is, if xi is a point of discontinuity only for v), or the
one-sided limits limx→x+

i
u(x) and limx→x−

i
u(x) both exist. In the first case, the two one-sided limits

exist (and are equal), so in any case the two one-sided limits exist. The same is true for v. Thus, for each
xi, i = 0, 1, . . . , �− 1,

lim
x→x+

i

(u(x) + v(x)) = lim
x→x+

i

u(x) + lim
x→x+

i

v(x),

and similarly for the left-hand limits at x1, x2, . . . , x�. This shows that u+ v is piecewise continuous, and
therefore belongs to V . This completes the proof.

15. Suppose U and V are vector spaces over a field F , and define addition and scalar multiplication on U×V
by (u, v) + (w, z) = (u + w, v + z), α(u, v) = (αu, αv). We wish to prove that U × V is a vector space
over F . In fact, the verifications of all the defining properties of a vector space are straightforward. For
instance, (u, v) + (w, z) = (u + w, v + z) = (w + u, z + v) = (w, z) + (u, v) (using the commutativity of
addition in U and V ), and therefore addition in U × V is commutative. Note that the additive identity
in U × V is (0, 0), where the first 0 is the zero vector in U and the second is the zero vector in V . We
will not verify the remaining properties here.

2.3 Subspaces

1. Let V be a vector space over F .

(a) Let S = {0}. Then 0 ∈ S, S is closed under addition since 0 + 0 = 0 ∈ S, and S is closed under
scalar multiplication since α · 0 = 0 ∈ S for all α ∈ F . Thus S is a subspace of V .

(b) The entire space V is a subspace of V since 0 ∈ V and V is closed under addition and scalar
multiplication by definition.
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2. Suppose we adopt an alternate definition of subspace, in which “0 ∈ S” is replaced with “S is nonempty.”
We wish to show that the alternate definition is equivalent to the original definition. If S is a subspace
according to the original definition, then 0 ∈ S, and therefore S is nonempty. Hence S is a subspace
according to the alternate definition. Conversely, suppose S satisfies the alternate definition. Then S is
nonempty, so there exists x ∈ S. Since S is closed under scalar multiplication and addition, it follows that
−x = −1 · x ∈ S, and hence 0 = −x+ x ∈ S. Therefore, S satisfies the original definition of subspace.

3. Let V be a vector space over R, and let v ∈ V be nonzero. We wish to prove that S = {0, v} is not a
subspace of V . If S were a subspace, then 2v would lie in S. But 2v �= 0 by Theorem 5, and 2v �= v
(since otherwise adding −v to both sides would imply that v = 0). Hence 2v �∈ S, and therefore S is not
a subspace of V .

4. We wish to determine which of the given subsets are subspaces of Z3
2. Notice that since Z2 = {0, 1}, if S

contains the zero vector, then it is automatically closed under scalar multiplication. Therefore, we need
only check whether the given subset contains (0, 0, 0) and is closed under addition.

(a) S = {(0, 0, 0), (1, 0, 0)}. This set contains (0, 0, 0) and is closed under addition since (0, 0, 0) +
(0, 0, 0) = (0, 0, 0), (0, 0, 0) + (1, 0, 0) = (1, 0, 0), and (1, 0, 0) + (1, 0, 0) = (0, 0, 0). Thus S is a
subspace.

(b) S = {(0, 0, 0), (0, 1, 0), (1, 0, 1), (1, 1, 1)}. This set contains (0, 0, 0) and it can be verified that it is
closed under addition (for instance, (0, 1, 0) + (1, 0, 1) = (1, 1, 1), (1, 1, 1) + (0, 1, 0) = (1, 0, 1), etc.).
Thus S is a subspace.

(c) S = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 1)} is not a subspace because it is not closed under addition:
(1, 0, 0) + (0, 1, 0) = (1, 1, 0) �∈ S.

5. Suppose S is a subset of Zn
2 . We wish to show that S is a subspace of Zn

2 if and only if 0 ∈ S and S is
closed under addition. Of course, the “only if” direction is trivial. The other direction follows as in the
preceding exercise: If 0 ∈ S, then S is automatically closed under scalar multiplication, since 0 and 1 are
the only elements of the field Z2, and 0 · v = 0 for all v ∈ S, 1 · v = v for all v ∈ S.

6. Define S = {x ∈ R2 : x1 ≥ 0, x2 ≥ 0}. Then S is not a subspace of R2, since it is not closed under
scalar multiplication. For instance, (1, 1) ∈ S but −1 · (1, 1) = (−1,−1) �∈ S.

7. Define S = {x ∈ R2 : ax1 + bx2 = 0}, where a, b ∈ R are constants. We will show that S is subspace
of R2. First, (0, 0) ∈ S, since a · 0 + b · 0 = 0. Next, suppose x ∈ S and α ∈ R. Then ax1 + bx2 = 0,
and therefore a(αx1) + b(αx2) = α(ax1 + bx2) = α · 0 = 0. This shows that αx ∈ S, and therefore S is
closed under scalar multiplication. Finally, suppose x, y ∈ S, so that ax1 + bx2 = 0 and ay1 + by2 = 0.
Then a(x1 + y1) + b(x2 + y2) = (ax1 + bx2) + (ay1 + by2) = 0 + 0 = 0, which shows that x+ y ∈ S, and
therefore that S is closed under addition. This completes the proof.

8. (a) The set A = {x ∈ R2 : x1 = 0 or x2 = 0} is closed under scalar multiplication but not addition.
Closure under scalar multiplication holds since if x1 = 0, then (αx)1 = αx1 = α ·0 = 0, and similarly
for the second component. The set is not closed under addition; for instance, (1, 0), (0, 1) ∈ A, but
(1, 0) + (0, 1) = (1, 1) �∈ A.

(b) The set Q = {x ∈ R2 : x1 ≥ 0, x2 ≥ 0} is closed under addition but not scalar multiplication. Since
(1, 1) ∈ Q but −1 · (1, 1) = (−1,−1) �∈ Q, we see that Q is not closed under scalar multiplication.
On the other hand, if x, y ∈ Q, so that x1, x2, y1, y2 ≥ 0, we see that (x+ y)1 = x1 + y1 ≥ 0 + 0 = 0
and (x + y)2 = x2 + y2 ≥ 0 + 0 = 0. This shows that x + y ∈ Q, and therefore Q is closed under
addition.

9. Let V be a vector space over a field F , let u ∈ V , and define S = {αu : α ∈ F}. We will show that S
is a subspace of V . First, 0 ∈ V because 0 = 0 · u. Next, suppose x ∈ S and β ∈ F . Since x ∈ S, there
exists α ∈ F such that x = αu. Therefore, βx = β(αu) = (βα)u (using the associative property of scalar
multiplication, which shows that βx belongs to S. Thus S is closed under scalar multiplication. Finally,
suppose x, y ∈ S; then there exist α, β ∈ F such that x = αu, y = βu, and x + y = αu+ βu = (α+ β)u
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by the second distributive property. Therefore S is closed under addition, and we have shown that S is
a subspace.

10. Let R be regarded as a vector space over R. We wish to prove that R has no proper subspaces. It suffices
to prove that if S is a nontrivial subspace of R, then S = R. So suppose S is a nontrivial subspace,
which means that there exists x �= 0 belonging to S. But then, given any y ∈ R, y = (yx−1)x belongs to
S because S is closed under scalar multiplication. Thus R ⊂ S, and hence S = R.

11. We wish to describe all proper subspaces of R2. We claim that every proper subspace of R2 has the form
{αx : α ∈ R, α �= 0}, where x ∈ R2 is nonzero (geometrically, such a set is a line through the origin).
To prove, this, let us suppose S is a proper subspace of R2. Then there exists x ∈ S, x �= 0. Since S
is closed under scalar multiplication, every vector of the form αx, α ∈ R, must belong to S. Therefore,
S contains the set {αx : α ∈ R, α �= 0}. Let us suppose that there exists y ∈ S such that y cannot be
written as y = αx for some α ∈ R. In this case, we argue that every z ∈ R2 belongs to S, and hence S is
not a proper subspace of R2. To justify this conclusion, we first note that, since y is not a multiple of x,
x1y2 − x2y1 �= 0. Let z ∈ R2 be given and consider the equation αx+ βy = z. It can be verified directly
that α = (y2z1 − y1z2)/(x1y2 − x2y1), β = (x1z2 − x2z1)/(x1y2 − x2y1) satisfy this equation, from which
it follows that z ∈ S (since S is closed under addition and scalar multiplication). Therefore, if S contains
any vector not lying in {αx : α ∈ R, α �= 0}, then S consists of all of R2, and S is not a proper subspace
of R2.

12. We wish to find a proper subspace of R3 that is not a plane. One such subspace is the x1-axis: S = {x ∈
R3 : x2 = x3 = 0}. It is easy to verify that S is a subspace of R3, and geometrically, S is a line.

More generally, using the results of Exercise 10, we can show that {αx : α ∈ R}, where x �= 0 is a given
vector, is a proper subspace of R3. Such a subspace represents a line through the origin.

13. Consider the subset Rn of Cn. Although Rn contains the zero vector and is closed under addition,
it is not closed under scalar multiplication, and hence is not a subspace of Cn. Here the scalars are
complex numbers (since Cn is a vector space over C), and, for example, (1, 0, . . . , 0) ∈ Rn, i ∈ C, and
i(1, 0, . . . , 0) = (i, 0, . . . , 0) does not belong to Rn.

14. Let S = {u ∈ C[a, b] : u(a) = u(b) = 0}. Then S is a subspace of C[a, b]. The zero function clearly
belongs to S. Suppose u ∈ S and α ∈ R. Then (αu)(a) = αu(a) = α · 0 = 0, and similarly (αu)(b) = 0.
It follows that αu ∈ S, and S is closed under scalar multiplication. If u, v ∈ S, then (u + v)(a) =
u(a) + v(a) = 0 + 0 = 0, and similarly (u+ v)(b) = 0. Therefore S is closed under addition, and we have
shown that S is a subspace of C[a, b].

15. Let S = {u ∈ C[a, b] : u(a) = 1}. Then S is not a subspace of C[a, b] because the zero function does not
belong to S.

16. Let S =
{
u ∈ C[a, b] :

∫ b

a u(x) dx = 0
}
. We will show that S is a subspace of C[a, b]. First, since the

integral of the zero function is zero, we see that the zero function belongs to S. Next, suppose u ∈ S
and α ∈ R. Then

∫ b

a (αu)(x) dx =
∫ b

a αu(x) dx = α
∫ b

a u(x) dx = α · 0 = 0, and therefore αu ∈ S. Finally,
suppose u, v ∈ S. Then

∫ b

a
(u+ v)(x) dx =

∫ b

a
(u(x)+ v(x)) dx =

∫ b

a
u(x) dx+

∫ b

a
v(x) dx = 0+0 = 0. This

shows that u+ v ∈ S, and we have proved that S is a subspace of C[a, b].

17. Let V be the vector space of all (infinite) sequences of real numbers.

(a) Define Z = {{xn} ∈ V : limn→∞ xn = 0}. Clearly the zero seqence converges to zero, and hence
belongs to Z. If {xn} ∈ Z and α ∈ R, then limn→∞ αxn = α limn→∞ xn = α · 0 = 0, which implies
that α{xn} = {αxn} belongs to Z, and therefore Z is closed under scalar multiplication. Now
suppose {xn}, {yn} both belong to Z. Then limn→∞(xn+yn) = limn→∞ xn+limn→∞ yn = 0+0 = 0.
Therefore {xn} + {yn} = {xn + yn} belongs to Z, Z is closed under addition, and we have shown
that Z is a subspace of V .
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(b) Define S = {{xn} ∈ V :
∑∞

n=1 xn <∞}. From calculus, we know that if
∑∞

n=1 xn converges, then
so does

∑∞
n=1 αxn = α

∑∞
n=1 xn for any α ∈ R. Similarly, if

∑∞
n=1 xn,

∑∞
n=1 yn converge, then so

does
∑∞

n=1(xn + yn) =
∑∞

n=1 xn +
∑∞

n=1 yn. Using these facts, it is straightforward to show that S
is closed under addition and scalar multiplication. Obviously the zero sequence belongs to S.

(c) Define L = {{xn} ∈ V :
∑∞

n=1 x
2
n < ∞}. Here is it obvious that the zero sequence belongs to L

and that L is closed under scalar multiplication. To prove that L is closed under addition, notice
that, for any x, y ∈ R, (x − y)2 ≥ 0 and (x + y)2 ≥ 0 together imply that |xy| ≤ (x2 + y2)/2. It
follows that (xn + yn)2 = x2

n + 2xnyn + y2
n ≤ 2(x2

n + y2
n). It follows that if

∑∞
n=1 x

2
n and

∑∞
n=1 y

2
n

both converge, and so does
∑∞

n=1(xn + yn)2, with
∑∞

n=1(xn + yn)2 ≤ 2
∑∞

n=1 x
2
n +2

∑∞
n=1 y

2
n. From

this we see that L is closed under addition, and thus L is a subspace.

By a common theorem of calculus, we know that if
∑∞

n=1 xn converges, then limn→∞ xn = 0, and the
same is true if

∑∞
n=1 x

2
n converges. Therefore, S and L are subspaces of Z. However, the converse of this

result is not true (if the sequence converges to zero, this does not imply that the corresponding series
converges). Therefore, S and L are proper subspaces of Z. We know that L is not a subspace of S; for
instance

∑∞
n=1(1/n

2) converges, but
∑∞

n=1(1/n) does not, which shows that {1/n} belongs to L but not
to S. Also, S is not a subspace of L, since {(−1)n/

√
n} belongs to S (by the alternating series test) but

not to L.

18. Let V be a vector space over a field F , and let X and Y be subspaces of V .

(a) We will show that X ∩ Y is also a subspace of V . First of all, since 0 ∈ X and 0 ∈ Y , it follows
that 0 ∈ X ∩ Y . Next, suppose x ∈ X ∩ Y and α ∈ F . Then, by definition of intersection, x ∈ X
and x ∈ Y . Since X and Y are subspaces, both are closed under scalar multiplication and therefore
αx ∈ X and αx ∈ Y , from which it follows that α ∈ X ∩ Y . Thus X ∩ Y is closed under scalar
multiplication. Finally, suppose x, y ∈ X ∩ Y . Then x, y ∈ X and x, y ∈ Y . Since X and Y are
closed under addition, we have x + y ∈ X and x + y ∈ Y , from which we see that x + y ∈ X ∩ Y .
Therefore, X ∩ Y is closed under addition, and we have proved that X ∩ Y is a subspace of V .

(b) It is not necessarily that case that X ∪ Y is a subspace of V . For instance, let V = R2, and define
X = {x ∈ R2 : x2 = 0}, Y = {x ∈ R2 : x1 = 0}. Thus X ∪ Y is not closed under addition, and
hence is not a subspace of R2. For instance, (1, 0) ∈ X ⊂ X ∪ Y and (0, 1) ∈ Y ⊂ X ∪ Y ; however,
(1, 0) + (0, 1) = (1, 1) �∈ X ∪ Y .

19. Let V be a vector space over a field F , and let S be a nonempty subset of V . Define T to be the
intersection of all subspaces of V that contain S.

(a) We wish to show that T is a subspace of V . First, 0 belongs to every subspace of V that contains S,
and therefore 0 belongs to the intersection T . Next, suppose x ∈ T and α ∈ F . Then x belongs to
every subspace of V containing S. Since each of these subspaces is closed under scalar multiplication,
it follows that αx also belongs to each subspace, and therefore αx ∈ T . Therefore, T is closed under
scalar multiplication. Finally, suppose x, y ∈ T . Then both x and y belong to every subspace of V
containing S. Since each subspace is closed under addition, it follows that x + y belongs to every
subspace of V containing S. Therefore x + y ∈ T , T is closed under addition, and we have shown
that T is a subspace.

(b) Now suppose U is any subspace of V containing S. Then U is one of the sets whose intersection
defines T , and therefore every element of T belongs to U by definition of intersection. It follows that
T ⊂ U . This means that T is the smallest subspace of V containing S.

20. Let V be a vector space over a field F , and let S, T be subspaces of V . Define S+T = {s+t : s ∈ S, t ∈ T }.
We wish to show that S + T is a subspace of V . First of all, 0 ∈ S and 0 ∈ T because S and T are
subspaces. Therefore, 0 = 0+0 ∈ S+T . Next, suppose x ∈ S+T and α ∈ F . Then, by definition of S+T ,
there exist s ∈ S, t ∈ T such that x = s+ t. Since S and T are subspaces, they are closed under scalar
multiplication, and therefore αs ∈ S and αt ∈ T . It follows that αx = α(s+ t) = αs+ αt ∈ S + T . Thus
S + T is closed under scalar multiplication. Finally, suppose x, y ∈ S + T . Then there exist s1, s2 ∈ S,
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t1, t2 ∈ T such that x = s1 + t1, y = s2 + t2. Since S and T are closed under addition, we see that
s1 + s2 ∈ S, t1 + t2 ∈ T , and therefore x + y = (s1 + t1) + (s2 + t2) = (s1 + s2) + (t1 + t2) ∈ S + T . It
follows that S + T is closed under addition, and we have shown that S + T is a field.

2.4 Linear combinations and spanning sets

1. Write u1 = (−1,−2, 4,−2), u2 = (0, 1,−5, 4).

(a) With v = (−1, 0,−6, 6), the equation α1u1 + α2u2 = v has a (unique) solution: α1 = 1, α2 = 2.
This shows that v ∈ sp{u1, u2}.

(b) With v = (1, 1, 1, 1), the equation α1u1 + α2u2 = v has no solution, and therefore v �∈ sp{u1, u2}.
2. Let S = sp{ex, e−x} ⊂ C[0, 1].

(a) The function f(x) = cosh(x) belongs to S because cosh(x) = (1/2)ex + (1/2)e−x.

(b) The function f(x) = 1 does not belong to S because there are no scalars α1, α2 satisfying α1e
x +

α2e
−x = 1 for all x ∈ [0, 1]. To prove this, note that any solution α1, α2 would have to satisfy the

equations that result from substituting any three values of x from the interval [0, 1]. For instance,
if we choose x = 0, x = 1/2, x = 1, then we obtain the equations

α1 + α2 = 1,

α1e
1/2 + α2e

−1/2 = 1,

α1e+ α2e
−1 = 1.

A direct calculation shows that this system is inconsistent. Therefore no solution α1, α2 exists, and
f �∈ S.

3. Let S = sp{1 + 2x+ 3x2, x− x2} ⊂ P2.

(a) There is a (unique) solution α1 = 2, α2 = 1 to α1(1 + 2x + 3x2) + α2(x − x2) = 2 + 5x + 5x2.
Therefore, 2 + 5x+ 5x2 ∈ S.

(b) There is no solution α1, α2 to α1(1+2x+3x2)+α2(x−x2) = 1−x+x2. Therefore, 1−x+x2 �∈ S.

4. Let u1 = (1 + i, i, 2), u2 = (1, 2i, 2− i), and define S = sp{u1, u2} ⊂ C3. The vector v = (2 + 3i,−2 +
2i, 5 + 2i) belongs to S because 2u1 + iu2 = v.

5. Let S = sp{(1, 2, 0, 1), (2, 0, 1, 2)} ⊂ Z4
3.

(a) The vector (1, 1, 1, 1) belongs to S because 2(1, 2, 0, 1) + (2, 0, 1, 2) = (1, 1, 1, 1).

(b) The vector (1, 0, 1, 1) does not belong to S because α1(1, 2, 0, 1) + α2(2, 0, 1, 2) = (1, 0, 1, 1) has no
solution.

6. Let S = sp{1 + x, x+ x2, 2 + x+ x2} ⊂ P3(Z3).

(a) If p(x) = 1 + x+ x2, then 0(1 + x) + 2(x+ x2) + 2(2 + x+ x2) = p(x), and therefore p ∈ S.

(b) Let q(x) = x3. Recalling that P3(Z3) is a space of polynomials functions, we notice that q(0) = 0,
q(1) = 1, q(2) = 2, which means that q(x) = x for all x ∈ Z3. We have 1(1 + x) + 2(x+ x2) + 1(2 +
x+ x2) = x = q(x), and therefore q ∈ S.

7. Let u = (1, 1,−1), v = (1, 0, 2) be vectors in R3. We wish to show that S = sp{u, v} is a plane in R3.
First note that if S = {x ∈ R3 : ax1 + bx2 + cx3 = 0}, then (taking x = u, x = v) we see that a, b, c
must satisfy a + b − c = 0, a + 2c = 0. One solution is a = 2, b = −3, c = −1. We will now prove
that S = {x ∈ R3 : 2x1 − 3x2 − x3 = 0}. First, suppose x ∈ S. Then there exist α, β ∈ R such that
x = αu+βv = α(1, 1,−1)+β(1, 0, 2) = (α+β, α,−α+2β), and 2x1−3x2−x3 = 2(α+β)−3α−(−α+2β) =
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2α + 2β − 3α + α − 2β = 0. Therefore, x ∈ {x ∈ R3 : 2x1 − 3x2 − x3 = 0}. Conversely, suppose
x ∈ {x ∈ R3 : 2x1− 3x2− x3 = 0}. If we solve the equation αu+ βv = x, we see that it has the solution
α = x2, β = x1−x2, and therefore x ∈ S. (Notice that x2(1, 1,−1)+(x1−x2)(1, 0, 2) = (x1, x2, 2x1−3x2),
and the assumption 2x1 − 3x2 − x3 = 0 implies that 2x1 − 3x2 = x3.) This completes the proof.

8. The previous exercise does not hold true for every choice of u, v ∈ R3. For instance, if u = (1, 1, 1),
v = (2, 2, 2), then S = sp{u, v} is not a plane; in fact, S is easily seen to be the line passing through
(0, 0, 0) and (1, 1, 1).

9. Let v1 = (1,−2, 1, 2), v2 = (−1, 1, 2, 1), and v3 = (−7, 9, 8, 1) be vectors in R4, and let S = sp{v1, v2, v3}.
Suppose x ∈ S, say x = β1v1+β2v2+β3v3 = (β1−β2−7β3,−2β1+β2+9β3, β1+2β2+8β3, 2β1+β2+β3).
The equation α1v1 +α2v2 = (β1− β2− 7β3,−2β1 + β2 + 9β3, β1 + 2β2 + 8β3, 2β1 + β2 + β3) has a unique
solution, namely, α1 = β1− 2β3, α2 = β2 +5β3. This shows that x is a linear combination of v1, v2 alone.

Alternate solution: We can solve α1v1 + α2v2 + α3v3 = 0 to obtain α1 = −2, α2 = 5, α3 = −1, which
means that −2v1 + 5v2 − v3 = 0 or v3 = −2v1 + 5v2. Now suppose x ∈ S, say x = β1v1 + β2v2 + β3v3.
It follows that x = β1v1 + β2v2 + β3(−2v1 + 5v2) = (β1 − 2β3)v1 + (β2 + 5β3)v2, and therefore x can be
written as a linear combination of v1 and v2 alone.

10. Let u1 = (1, 1, 1), u2 = (1,−1, 1), u3 = (1, 0, 1), and define S1 = sp{u1, u2}, S2 = sp{u1, u2, u3}.
We wish to prove that S1 = S2. We first note that if x ∈ S1, then there exists scalars α1, α2 such
that x = α1u1 + α2u2. But then x can be written as x = α1u1 + α2u2 + 0 · u3, which shows that
x is a linear combination of u1, u2, u3, and hence x ∈ S2. Conversely, suppose that x ∈ S2, say x =
β1u1 + β2u2 + β3u3 = (β1 + β2 + β3, β1 − β2, β1 + β2 + β3). We wish to show that x can be written as a
linear combination of u1, u2 alone, that is, that there exist scalars α1, α2 such that α1u1 + α2u2 = x. A
direct calculation shows that this equation has a unique solution, namely, α1 = β1+β3/2, α2 = β2+β3/2.
This shows that x ∈ sp{u1, u2} = S1, and the proof is complete. (The second part of the proof can be
done as in the previous solution, by first showing that u3 = (1/2)u1 + (1/2)u2.)

11. Let S = sp{(−1,−3, 3), (−1,−4, 3), (−1,−1, 4)} ⊂ R3. We wish to determine if S = R3 or if S is a proper
subspace of R3. Given an arbitrary x ∈ R3, we solve α1(−1,−1, 3) + α2(−1,−4, 3) + α3(−1,−1, 4) =
(x1, x2, x3) and find that there is a unique solution, namely, α1 = −13x1 +x2−3x3, α2 = 9x1−x2 +2x3,
α3 = 3x1 + x3. This shows that every x ∈ R3 lies in S, and therefore S = R3.

12. Let S = sp{(−1,−5, 1), (3, 14,−4), (1, 4,−2)}. Given an arbitary x ∈ R3, if we try to solve α1(−1,−5, 1)+
α2(3, 14,−4)+α3(1, 4,−2) = (x1, x2, x3), we find that there is a solution if and only if 6x1−x2 +x3 = 0.
Since not all x ∈ R3 satisfy this condition, S is a proper subspace of R3.

13. Let S = sp{1 − x, 2 − 2x + x2, 1 − 3x2} ⊂ P2. We wish to determine if S is a proper subspace of P2.
Given any p ∈ P2, say p(x) = c0 + c1x+ c2x

2, we try to solve α1(1−x)+α2(2− 2x+x2)+α3(1− 3x2) =
c0 + c1x + c2x

2. We find that there is a unique solution, α1 = −6c0 − 7c1 − 2c2, α2 = 3c0 + 3c1 + c2,
α3 = c0 + c1. Therefore, each p ∈ P2 belongs to S, and therefore S = P2.

14. Suppose V is a vector space over a field F and S is a subspace of V . We wish to prove that u1, . . . , uk ∈ S,
α1, . . . , αk ∈ F imply that α1u1 + · · ·+ αkuk ∈ S. We argue by induction on k. For k = 1, we have that
α1u1 ∈ S because S is a subspace and therefore closed under scalar multiplication. Now suppose that, for
some k ≥ 2, α1u1 + · · ·+ αk−1uk−1 ∈ S for any u1, . . . , uk−1 ∈ S, α1, . . . , αk−1 ∈ F . Let u1, . . . , uk ∈ S,
α1, . . . , αk ∈ F be arbitrary. Then α1u1 + . . .+αkuk = (α1u1 + · · ·+αk−1uk−1)+αkuk. By the induction
hypothesis, α1u1 + · · · + αk−1uk−1 ∈ S, and αkuk ∈ S because S is closed under scalar multiplication.
But then α1u1 + . . .+ αkuk = (α1u1 + · · ·+ αk−1uk−1) + αkuk ∈ S because S is closed under addition.
Therefore, by induction, the result holds for all k ≥ 1, and the proof is complete.

15. Let V be a vector space over a field F , and let u ∈ V , u �= 0, α ∈ F . We wish to prove that sp{u} =
sp{u, αu}. First, if x ∈ sp{u}, then x = βu for some β ∈ F , in which case we can write x = βu + 0(αu),
which shows that x also belongs to sp{u, αu}. Conversely, if x ∈ sp{u, αu}, then there exist scalars
β, γ ∈ F such that x = βu + γ(αu). But then x = (β + γα)u, and therefore x ∈ sp{u}. Thus
sp{u} = sp{u, αu}.
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16. Let V be a vector space over a field F , and suppose x, u1, . . . , uk, v1, . . . , v� are vectors in V . Assume
x ∈ sp{u1, . . . , uk} and uj ∈ sp{v1, . . . , v�} for j = 1, . . . , k. We wish to show that x ∈ sp{v1, . . . , v�}.
Since uj ∈ sp{v1, . . . , v�}, there exist scalars βj,1, . . . , βj,� such that uj = βj,1v1 + · · · + βj,�v�. This
is true for each uj , j = 1, . . . , k. Also, x ∈ sp{u1, . . . , uk}, so there exist α1, . . . , αk ∈ F such that
x = α1u1 + · · ·+ αkuk. It follows that

x = α1(β1,1v1 + · · ·+ β1,�v�) + α2(β2,1v1 + · · ·+ β2,�v�) + · · ·+ αk(βk,1v1 + · · ·+ βk,�v�)
= α1β1,1v1 + · · ·+ α1β1,�v� + α2β2,1v1 + · · ·+ α2β2,�v� + · · ·+ αkβk,1v1 + · · ·+ αkβk,�v�

= (α1β1,1 + α2β2,1 + · · ·+ αkβk,1)v1 + (α1β1,2 + α2β2,2 + · · ·+ αkβk,2)v2 + · · ·+
(α1β1,� + α2β2,� + · · ·+ αkβk,�)v�.

This shows that x ∈ sp{v1, . . . , v�}.
17. (a) Let V be a vector space over R, and let u, v be any two vectors in V . We wish to prove that

sp{u, v} = sp{u+ v, u− v}. We first suppose that x ∈ sp{u+ v, u− v}, say x = α(u+ v) +β(u− v).
Then x = αu + αv + βu − βv = (α + β)u + (α − β)v, which shows that x ∈ sp{u, v}. Conversely,
suppose that x ∈ sp{u, v}, say x = αu + βv. We notice that u = (1/2)(u + v) + (1/2)(u − v), and
v = (1/2)(u+ v) − (1/2)(u− v). Therefore, x = α((1/2)(u+ v) + (1/2)(u− v)) + β((1/2)(u+ v) −
(1/2)(u − v)) = (α/2 + β/2)(u + v) + (α/2 − β/2)(u − v), which shows that x ∈ sp{u + v, u − v}.
Therefore, x ∈ sp{u, v} if and only if x ∈ sp{u+ v, u− v}, and hence the two subspaces are equal.

(b) The result just proved does not necessarily hold if V is a vector space over an arbitrary field F .
More specifically, the first part of the proof is always valid, and therefore sp{u+ v, u− v} ⊂ sp{u, v}
always holds. However, it is not always possible to write u and v in terms of u + v and u − v, and
therefore sp{u, v} ⊂ sp{u + v, u − v} need not hold. For example, if F = Z2, V = Z2

2, u = (1, 0),
v = (0, 1), then we have u + v = (1, 1) and u − v = (1, 1) (since −1 = 1 in Z2). It follows that
sp{u + v, u − v} = {(0, 0), (1, 1)}, and hence u, v �∈ sp{u + v, u − v}, which in turn means that
sp{u, v} �⊂ sp{u+ v, u− v}.

2.5 Linear independence

1. Let V be a vector space over a field F , and let u1, u2 ∈ V . We wish to prove that {u1, u2} is linearly
dependent if and only if one of these vectors is a multiple of the other. Suppose first that {u, v} is linearly
dependent. Then there exist scalars α1, α2, not both zero, such that α1u1 + α2u2 = 0. Suppose α1 �= 0;
then α−1

1 exists, and we have α1u1 + α2u2 = 0 ⇒ α1u1 = −α2u2 ⇒ u1 = −α−1
1 α2u2. Therefore, in this

case, u1 is a multiple of u2. Similarly, if α2 �= 0, we can show that u2 is a multiple of u1. Conversely,
suppose one of u1, u2 is a multiple of the other, say u1 = αu2. We can then write u1 − αu2 = 0, or
1 · u1 + (−α)u2 = 0, which, since 1 �= 0, shows that {u1, u2} is linearly dependent. A similar proof shows
that if u2 is a multiple of u1, then {u1, u2} is linearly dependent. This completes the proof.

2. Let V be a vector space over a field F , and suppose v ∈ V . We wish to prove that {v} is linearly
independent if and only if v �= 0. First, if v �= 0, then αv = 0 implies that α = 0 by Theorem 5. It follows
that {v} is linearly independent if v �= 0. On the other hand, if v = 0, then 1 · v = 0, which shows that
{v} is linearly dependent (there is a nontrivial solution to αv = 0). Thus {v} is linearly independent if
and only if v �= 0.

3. Let V be a vector space over a field F , and let u1, . . . , un ∈ V . Suppose ui = 0 for some i, 1 ≤ i ≤ n,
and define scalars α1, . . . , αn ∈ F by αk = 0 if k �= i, αi = 1. Then α1u1 + · · ·+ αnun = 0 · u1 + · · ·+ 0 ·
ui−1 + 1 · 0 + 0 · ui+1 + · · ·+ 0 · un = 0, and hence there is a nontrivial solution to α1u1 + · · ·+αnun = 0.
This shows that {u1, . . . , un} is linearly dependent.

4. Let V be a vector space over a field F , let {u1, . . . , uk} be a linearly independent subspace of V , and
assume v ∈ V , v �∈ sp{u1, . . . , uk}. We wish to show that {u1, . . . , uk, v} is also linearly independent. We
argue by contradiction and assume that {u1, . . . , uk, v} is linearly dependent. Then there exist scalars
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α1, . . . , αk, β, not all zero, such that α1u1+· · ·+αkuk+βv = 0. We now consider two cases. First, if β = 0,
then not all of α1, . . . , αk are zero, and we see that α1u1 + · · · + αkuk = α1u1 + · · ·+ αkuk + 0 · v = 0.
This contradicts the fact that {u1, . . . , uk} is linearly independent. Second, if β �= 0, then we can
solve α1u1 + · · · + αkuk + βv = 0 to obtain v = −β−1α1u1 − · · · − β−1αkuk, which contradicts that
v �∈ sp{u1, . . . , uk}. Thus, in either case, we obtain a contradiction, and the proof is complete.

5. We wish to determine whether each of the following sets is linearly independent or not.

(a) The set {(1, 2), (1,−1)} ⊂ R2 is linearly independent by Exercise 1, since neither vector is a multiple
of the other.

(b) The set {(−1,−1, 4), (−4,−4, 17), (1, 1,−3)} is linearly dependent. Solving

α1(−1,−1, 4) + α2(−4,−4, 17) + α3(1, 1,−3) = 0

shows that α1 = 5, α2 = −1, α3 = 1 is a nontrivial solution.

(c) The set {(−1, 3,−2), (3,−10, 7), (−1, 3,−1)} is linearly independent. Solving

α1(−1, 3,−2) + α2(3,−10, 7) + α3(−1, 3,−1) = 0

shows that the only solution is α1 = α2 = α3 = 0.

6. We wish to determine whether each of the following sets of polynomials is linearly independent or not.

(a) The set {1 − x2, x + x2, 3 + 3x − 4x2} ⊂ P2 is linearly independent since the only solution to
α1(1− x2) + α2(x+ x2) + α3(3 + 3x− 4x2) = 0 is α1 = α2 = α3 = 0.

(b) The set {1 + x2, 4 + 3x2 + 3x3, 3 − x + 10x3, 1 + 7x2 − 18x3} ⊂ P3 is linearly dependent. Solving
α1(1 + x2) + α2(4 + 3x2 + 3x3) + α3(3 − x + 10x3) + α4(1 + 7x2 − 18x3) = 0 yields a nontrivial
solution α1 = −25, α2 = 6, α3 = 0, α4 = 1.

7. The set {ex, e−x, cosh (x)} ⊂ C[0, 1] is linearly dependent since (1/2)ex + (1/2)e−x − cosh (x) = 0 for all
x ∈ [0, 1].

8. The subset {(0, 1, 2), (1, 2, 0), (2, 0, 1)} of Z3
3 is linearly dependent because 1 · (0, 1, 2) + 1 · (1, 2, 0) + 1 ·

(2, 0, 1) = (0, 0, 0).

9. We wish to show that {1, x, x2} is linearly dependent in P2(Z2). The equation α1 · 1 + α2x + α3x
2 = 0

has the nontrivial solution α1 = 0, α2 = 1, α3 = 1. To verify this, we must simply verify that x + x2 is
the zero function in P2(Z2). Substituting x = 0, we obtain 0+02 = 0+0 = 0, and with x = 1, we obtain
1 + 12 = 1 + 1 = 0.

10. The set {(i, 1, 2i), (1, 1+i, i), (1, 3+5i,−4+3i)} ⊂ C3 is linearly dependent, because α1(i, 1, 2i)+α2(1, 1+
i, i) + α3(1, 3 + 5i,−4 + 3i) = (0, 0, 0) has the nontrivial solution α1 = −2i, α2 = −3, α3 = 1.

11. We have already seen that {(3, 2, 2, 3), (3, 2, 1, 2), (3, 2, 0, 1)} ⊂ R4 is linearly dependent, because (3, 2, 2, 3)−
2(3, 2, 1, 2) + (3, 2, 0, 1) = (0, 0, 0, 0).

(a) We can solve this equation for any one of the vectors in terms of the other two; for instance,
(3, 2, 2, 3) = 2(3, 2, 1, 2)− (3, 2, 0, 1).

(b) We can show that (−3,−2, 2, 1) ∈ sp{(3, 2, 2, 3), (3, 2, 1, 2), (3, 2, 0, 1)} by solving α1(3, 2, 2, 3) +
α2(3, 2, 1, 2)+α3(3, 2, 0, 1) = (−3,−2, 2, 1). One solution is (−3,−2, 2, 1) = 3(3, 2, 2, 3)−4(3, 2, 1, 2).
Substituting (3, 2, 2, 3) = 2(3, 2, 1, 2) − (3, 2, 0, 1), we obtain another solution: (−3,−2, 2, 1) =
2(3, 2, 1, 2)− 3(3, 2, 0, 1).
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12. We wish to show that {(−1, 1, 3), (1,−1,−2), (−3, 3, 13)} ⊂ R3 is linearly dependent by writing one of
the vectors as a linear combination of the others. We will try to solve for the third vector in terms of the
other two. (There is an element of trial and error involved here: Even if the three vectors form a linearly
independent set, there is no guarantee that this will work; it could be, for instance, that the first two
vectors form a linearly dependent set and the third vector does not lie in the span of the first two.) Solving
α1(−1, 1, 3)+α2(1,−1,−2) = (−3, 3, 13) yields a unique solution: (−3, 3, 13) = 7(−1, 1, 3)+4(1,−1,−2).
This shows that the set is linearly dependent.

Alternate solution: We begin by solving α1(−1, 1, 3) + α2(1,−1,−2) + α3(−3, 3, 13) = (0, 0, 0) to obtain
7(−1, 1, 3)+4(1,−1,−2)−(−3, 3, 13) = (0, 0, 0). We can easily solve this for the third vector: (−3, 3, 13) =
7(−1, 1, 3) + 4(1,−1,−2).

13. We wish to show that {p1, p2, p3}, where p1(x) = 1 − x2, p2(x) = 1 + x − 6x2, p3(x) = 3 − 2x2,
is linearly independent and spans P2. We first verify that the set is linearly independent by solving
α1(1−x2)+α2(1+x−6x2)+α3(3−2x2) = 0. This equation is equivalent to the system α1+α2+3α2 = 0,
α2 = 0, −α1 − 6α2 − 2α3 = 0, and a direct calculation shows that the only solution is α1 = α2 = α3 =
0. To show that the set spans P2, we take an arbitrary p ∈ P2, say p(x) = c0 + c1x + c2x

2, and
solve α1(1 − x2) + α2(1 + x − 6x2) + α3(3 − 2x2) = c0 + c1x + c2x

2. This is equivalent to the system
α1 +α2 + 3α2 = c0, α2 = c1, −α1 − 6α2− 2α3 = c2. There is a unique solution: α1 = −2c0− 16c1− 3c2,
α2 = c1, α3 = c0+5c1+c2. This shows that p ∈ sp{p1, p2, p3}, and, since p was arbitrary, that {p1, p2, p3}
spans all of P2.

14. Let V be a vector space over a field F and let {u1, . . . , uk} be a linearly independent subset of V . Suppose
u, v ∈ V , {u, v} is linearly independent, and u, v �∈ sp{u1, . . . , uk}. We wish to determine whether
{u1, . . . , uk, u, v} is necessarily linearly independent. In fact, this set need not be linearly independent.
For example, take V = R4, F = R, k = 3, and u1 = (1, 0, 0, 0), u2 = (0, 1, 0, 0), u3 = (0, 0, 1, 0). With
u = (0, 0, 0, 1), v = (1, 1, 1, 1), we see immediately that {u, v} is linearly independent (neither vector is a
multiple of the other), and that neither u nor v belongs to sp{u1, u2, u3}. Nevertheless, {u1, u2, u3, u, v}
is linear dependent because v = u1 + u2 + u3 + u.

15. Let V be a vector space over a field F , and suppose S and T are subspaces of V satisfying S ∩ T =
{0}. Suppose {s1, . . . , sk} ⊂ S and {t1, . . . , t�} ⊂ T are both linearly independent sets. We wish to
prove that {s1, . . . , sk, t1, . . . , t�} is linearly independent. Suppose scalars α1, . . . , αk, β1, . . . , β� satisfy
α1s1 + · · ·+ αksk + β1t1 + · · · + β�t� = 0. We can rearrange this equation to read α1s1 + · · ·+ αksk =
−β1t1 − · · · − β�t�. If v is the vector represented by these two expressions, then v ∈ S (since v is a
linear combination of s1, . . . , sk) and v ∈ T (since v is a linear combination of t1, . . . , t�). But the only
vector in S ∩ T is the zero vector, and hence α1s1 + · · · + αksk = 0, −β1t1 − · · · − β�t� = 0. The
first equation implies that α1 = · · · = αk = 0 (since {s1, . . . , sk} is linearly independent), while the
second equation implies that β1 = · · · = β� = 0 (since {t1, . . . , t�} is linearly independent). Therefore,
α1s1+· · ·+αksk+β1t1+· · ·+β�t� = 0 implies that all the scalars are zero, and hence {s1, . . . , sk, t1, . . . , t�}
is linearly independent.

16. Let V be a vector space over a field F , and let {u1, . . . , uk} and {v1, . . . , v�} be two linearly independent
subsets of V . We wish to find a condition that implies that {u1, . . . , uk, v1, . . . , v�} is linearly independent.
By the previous exercise, a sufficient condition for {u1, . . . , uk, v1, . . . , v�} to be linearly independent is
that S = sp{u1, . . . , uk}, T = sp{v1, . . . , v�} satisfy S ∩ T = {0}. We will prove that this condition is
also necessary. Suppose {u1, . . . , uk} and {v1, . . . , v�} are linearly independent subsets of V , and that
{u1, . . . , uk, v1, . . . , v�} is also linearly independent. Define S and T as above. If x ∈ S ∩ T , then there
exist scalars α1, . . . , αk ∈ F such that x = α1u1 + · · ·+αkuk (since x ∈ S), and also scalars β1, . . . , β� ∈ F
such that x = β1v1 + · · · + β�v� (since x ∈ T ). But then α1u1 + · · · + αkuk = β1v1 + · · · + β�v�, which
implies that α1u1+ · · ·+αkuk−β1v1−· · ·−β�v� = 0. Since {u1, . . . , uk, v1, . . . , v�} is linearly independent
by assumption, this implies that α1 = · · · = αk = β1 = · · · = β� = 0, which in turn shows that x = 0.
Therefore S ∩ T = {0}, and the proof is complete.

17. (a) Let V be a vector space over R, and suppose {x, y, z} is a linearly independent subset of V . We wish
to show that {x+ y, y+ z, x+ z} is also linearly independent. Let α1, α2, α3 ∈ R satisfy α1(x+ y)+
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α2(y+ z)+α3(x+ z) = 0. This equation is equivalent to (α1 +α3)x+ (α1 +α2)y+ (α2 +α3)z = 0.
Since {x, y, z} is linearly independent, it follows that α1 +α3 = α1 +α2 = α2 +α3 = 0. This system
can be solved directly to show that α1 = α2 = α3 = 0, which proves that {x + y, y + z, x + z} is
linearly independent.

(b) We now show, by example, that the previous result is not necessarily true if V is a vector space
over some field F �= R. Let V = Z3

2, and define x = (1, 0, 0), y = (0, 1, 0), and z = (0, 0, 1).
Obviously {x, y, z} is linearly independent. On the other hand, we have (x+ y)+ (y+ z)+ (x+ z) =
(1, 1, 0)+(0, 1, 1)+(1, 0, 1) = (1+0+1, 1+1+0, 0+1+1) = (0, 0, 0), which shows that {x+y, y+z, x+z}
is linearly dependent.

18. Let U and V be vector spaces over a field F , and define W = U × V . Suppose {u1, . . . , uk} ⊂ U and
{v1, . . . , v�} ⊂ V are linearly independent. We wish to show that {(u1, 0), . . . , (uk, 0), (0, v1), . . . , (0, v�)}
is also linearly independent. Suppose α1, . . . , αk, β1, . . . , β� ∈ F satisfy α1(u1, 0) + · · · + αk(uk, 0) +
β1(0, v1) + · · · + β�(0, v�) = (0, 0). This reduces to (α1u1 + · · · + αkuk, β1v1 + · · · + β�v�) = (0, 0),
which holds if and only if α1u1 + · · · + αkuk = 0 and β1v1 + · · · + β�v� = 0. Since {u1, . . . , uk} is
linearly independent, the first equation implies that α1 = · · · = αk = 0, and, since {v1, . . . , v�} is linearly
independent, the second implies that β1 = · · · = β� = 0. Since all the scalars are necessarily zero, we see
that {(u1, 0), . . . , (uk, 0), (0, v1), . . . , (0, v�)} is linearly independent.

19. Let V be a vector space over a field F , and let u1, u2, . . . , un be vectors in V . Suppose a nonempty subset
of {u1, u2, . . . , un}, say {ui1 , . . . , uik

}, is linearly dependent. (Here 1 ≤ k < n and i1, . . . , ik are distinct
integers each satisfying 1 ≤ ij ≤ n.) We wish to prove that {u1, u2, . . . , un} itself is linearly dependent. By
assumption, there exist scalars αi1 , . . . , αik

∈ F , not all zero, such that αi1ui1 + · · ·+αik
uik

= 0. For each
i ∈ {1, . . . , n}\{i1, . . . , ik}, define αi = 0. Then we have α1u1+ · · ·+αnun = 0+αi1ui1 + · · ·+αik

uik
= 0,

and not all of α1, . . . , αn are zero since at least one αij is nonzero. This shows that {u1, . . . , un} is linearly
dependent.

20. Let V be a vector space over a field F , and suppose {u1, u2, . . . , un} is a linearly independent subset of
V . We wish to prove that every nonempty subset of {u1, u2, . . . , un} is also linearly independent. The
result to be proved is simply the contrapositive of the statement in the previous exercise, and therefore
holds by the previous proof.

21. Let V be a vector space over a field F , and suppose {u1, u2, . . . , un} is linearly dependent. We wish to
prove that, given any i, 1 ≤ i ≤ n, either ui is a linear combination of u1, . . . , ui−1, ui+1, . . . , un or these
vectors form a linearly dependent set. By assumption, there exist scalars α1, . . . , αn ∈ F , not all zero, such
that α1u1 + · · ·+αiui + · · ·+αnun = 0. We now consider two cases. If αi �= 0, the we can solve the latter
equation for ui to obtain ui = −α−1

i α1u1−· · ·−α−1
i αi−1ui−1−α−1

i αi+1ui+1−· · ·−α−1
i αnun. In this case,

ui is a linear combination of the remaining vectors. The second case is that αi = 0, in which case at least
one of α1, . . . , αi−1, αi+1, . . . , αn is nonzero, and we have α1u1+· · ·+αi−1ui−1+αi+1ui+1+· · ·+αnun = 0.
This shows that {u1, . . . , ui−1, ui+1, . . . , un} is linearly dependent.

2.6 Basis and dimension

1. Suppose {v1, v2, . . . , vn} is a basis for a vector space V .

(a) We wish to show that if any vj is removed from the basis, the resulting set of n− 1 vectors does not
span V and hence is not a basis. This follows from Theorem 24: Since {v1, v2, . . . , vn} is linearly
independent, no vj , j = 1, 2, . . . , n, can be written as a linear combination of the remaining vectors.
Therefore,

vj �∈ sp{v1, . . . , vj−1, vj+1, . . . , vn},
which proves the desired result.

(b) Now we wish to show that if any vector u ∈ V , u �∈ {v1, v2, . . . , vn}, is added to the basis, the
resulting set of n + 1 vectors is linearly dependent. This is immediate from Theorem 34: Since
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the dimension of V is n, every set containing more than n vectors is linearly dependent. Since
{v1, v2, . . . , vn, u} contains n+ 1 vectors, it must be linearly dependent.

2. Consider the following vectors in R3: v1 = (−1, 4,−2), v2 = (5,−20, 9), v3 = (2,−7, 6). We wish to
determine if {v1, v2, v3} is a basis for R3. If we solve α1v1 +α2v2 +α3v3 = x for an arbitrary x ∈ R3, we
find a unique solution: α1 = 57x1 + 12x2 − 5x3, α2 = 10x1 + 2x2 − x3 α3 = 4x1 + x2. By Theorem 28,
this implies that {v1, v2, v3} is a basis for R3.

3. We now repeat the previous exercise for the vectors v1 = (−1, 3,−1), v2 = (1,−2,−2), v3 = (−1, 7,−13).
If we try to solve α1v1 +α2v2 +α3v3 = x for an arbitrary x ∈ R3, we find that this equation is equivalent
to the following system:

−α1 + α2 − α3 = x1

α2 + 4α3 = 3x1 + x2

0 = 8x1 + 3x2 + x3.

Since this system is inconsistent for most x ∈ R3 (the system is consistent only if x happens to satisfy
8x1 + 3x2 + x3 = 0), {v1, v2, v3} does not span R3 and therefore is not a basis.

4. Let S = sp{ex, e−x} be regarded as a subspace of C(R). We will show that {ex, e−x}, {cosh (x), sinh (x)}
are two different bases for S. First, to verify that {ex, e−x} is a basis, we merely need to verify that it is
linearly independent (since it spans S by definition). This can be done as follows: If c1ex + c2e

−x = 0,
where 0 represents the zero function, then the equation must hold for all values of x ∈ R. So choose
x = 0 and x = ln 2; then c1 and c2 must satisfy

c1 + c2 = 0,

2c1 +
1
2
c2 = 0.

It is straightforward to show that the only solution of this system is c1 = c2 = 0, and hence {ex, e−x} is
linearly independent.

Next, since

cosh (x) =
1
2
ex +

1
2
e−x, cosh (x) =

1
2
ex − 1

2
e−x,

we see that cosh (x), sinh (x) ∈ S = sp{ex, e−x}. We can verify that {cosh (x), sinh (x)} is linearly
independent directly: If c1 cosh (x)+ c2 sinh (x) = 0, then, substituting x = 0 and x = ln 2, we obtain the
system

1 · c1 + 0 · c2 = 0,
5
4
c1 +

3
4
c2 = 0,

and the only solution is c1 = c2 = 0. Thus {cosh (x), sinh (x)} is linearly independent. Finally, let f be
any function in S. Then, by definition, f can be written as f(x) = α1e

x + α2e
−x for some α1, α2 ∈ R.

We must show that f ∈ sp{cosh (x), sinh (x)}, that is, that there exist c1, c2 ∈ R such that

c1 cosh (x) + c2 sinh (x) = f(x).

This equation can be manipulated as follows:

c1 cosh (x) + c2 sinh (x) = f(x)

⇔ c1

(
1
2
ex +

1
2
e−x

)
+ c2

(
1
2
ex − 1

2
e−x

)
= α1e

x + α2e
−x

⇔
(

1
2
c1 +

1
2
c2

)
ex +

(
1
2
c1 − 1

2
c2

)
e−x = α1e

x + α2e
−x.
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Since {{ex, e−x} is linearly independent, Theorem 26 implies that the last equation can hold only if

1
2
c1 +

1
2
c2 = α1,

1
2
c1 − 1

2
c2α2.

This last system has a unique solution:

c1 = α1 + α2, c2 = α1 − α2.

This shows that f ∈ sp{cosh (x), sinh (x)}, and the proof is complete.

5. Let p1(x) = 1−4x+4x2, p2(x) = x+x2, p3(x) = −2+11x−6x2. We will determine whether {p1, p2, p3}
is a basis for P2 or not by solving α1p1(x) + α2p2(x) + α3p3(x) = c0 + c1x+ c2x

2, where c0 + c1x+ c2x
2

is an arbitrary element of P2. A direct calculation shows that there is a unique solution for α1, α2, α3:

α1 = 17c0 + 2c1 − 2c2, α2 = 3c2 − 2c1 − 20c0, α3 = 8c0 + c1 − c2.
By Theorem 28, it follows that {p1, p2, p3} is a basis for P2.

6. Let p1(x) = 1− x2, p2(x) = 2 + x, p3(x) = x+ 2x2. We will determine whether {p1, p2, p3} a basis for P2

by trying to solve
α1p1(x) + α2p2(x) + α3p3(x) = c0 + c1x+ c2x

2,

where c0, c1, c2 are arbitrary real numbers. This equation is equivalent to the system

α1 + 2α2 = c0,

α2 + α3 = c1,

−α1 + 2α3 = c2.

Solving this system by elimination leads to

α1 + 2α2 = c0,

α2 + α3 = c1,

0 = c0 − 2c1 + c2,

which is inconsistent for most values of c0, c1, c2. Therefore, {p1, p2, p3} does not span P2 and hence is
not a basis for P2.

7. Consider the subspace S = sp{p1, p2, p3, p4, p5} of P3, where

p1(x) = −1 + 4x− x2 + 3x3, p2(x) = 2− 8x+ 2x2 − 5x3,

p3(x) = 3− 11x+ 3x2 − 8x3, p4(x) = −2 + 8x− 2x2 − 3x3,

p5(x) = 2− 8x+ 2x2 + 3x3.

(a) The set {p1, p2, p3, p4, p5} is linearly dependent (by Theorem 34) because it contains five elements
and the dimension of P3 is only four.

(b) As illustrated in Example 39, we begin by solving

α1p1(x) + α2p2(x) + α3p3(x) + α4p4(x) + α5p5(x) = 0;

this is equivalent to the system

−α1 + 2α2 + 3α3 − 2α4 + 2α5 = 0,
4α1 − 8α2 − 11α3 + 8α4 − 8α5 = 0,
−α1 + 2α2 + 3α3 − 2α4 + 2α5 = 0,
3α1 − 5α2 − 8α3 − 3α4 + 3α5 = 0,
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which reduces to

α1 = 16α4 − 16α5,

α2 = 9α4 − 9α5,

α3 = 0.

Since there are nontrivial solutions, {p1, p2, p3, p4, p5} is linearly dependent (which we already knew),
but we can deduce more than that. By taking α4 = 1, α5 = 0, we see that α1 = 16, α2 = 9, α3 = 0,
α4 = 1, α5 = 0 is one solution, which means that

16p1(x) + 9p2(x) + p4(x) = 0 ⇒ p4(x) = −16p1(x)− 9p2(x).

This shows that p4 ∈ sp{p1, p2} ⊂ sp{p1, p2, p3}. Similarly, taking α4 = 0, α5 = 0, we find that

−16p1(x)− 9p2(x) + p5(x) = 0 ⇒ p5(x) = 16p1(x) + 9p2(x),

and hence p5 ∈ sp{p1, p2} ⊂ sp{p1, p2, p3}. It follows from Lemma 19 that sp{p1, p2, p3, p4, p5} =
sp{p1, p2, p3}. Our calculations above show that {p1, p2, p3} is linearly independent (if α4 = α5 = 0,
then also α1 = α2 = α3 = 0). Therefore, {p1, p2, p3} is a linearly independent spanning set of S and
hence a basis for S.

8. We wish to find a basis for sp{(1, 2, 1), (0, 1, 1), (1, 1, 0)} ⊂ R3. We will name the vectors v1, v2, v3,
respectively, and begin by testing the linear independence of {v1, v2, v3}. The equation α1v1 + α2v2 +
α3v3 = 0 is equivalent to

α1 + α3 = 0,
2α2 + α2 + α3 = 0,

α1 + α2 = 0,

which reduces to
α1 = −α3, α2 = α3.

One solution is α1 = −1, α2 = 1, α3 = 1, which shows that −v1 + v2 + v3 = 0, or v3 = v1 − v2. This
in turns shows that sp{v1, v2, v3} = sp{v1, v2} (by Lemma 19). Clearly {v1, v2} is linearly independent
(since neither vector is a multiple of the other), and hence {v1, v2} is a basis for sp{v1, v2, v3}.

9. We wish to find a basis for S = sp{(1, 2, 1, 2, 1), (1, 1, 2, 2, 1), (0, 1, 2, 0, 2)} in Z5
3. The equation

α1(1, 2, 1, 2, 1) + α2(1, 1, 2, 2, 1) + α3(0, 1, 2, 0, 2) = (0, 0, 0, 0, 0)

is equivalent to the system

α1 + α2 = 0,
2α1 + α2 + α3 = 0,
α1 + 2α2 + 2α3 = 0,

2α1 + 2α2 = 0,
α1 + α2 + 2α3 = 0.

Reducing this system by Gaussian elimination (in modulo 3 arithmetic), we obtain

α1 = α2 = α3 = 0,

which shows that the given vectors form a linearly independent set and therefore a basis for S.
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10. We will show that {1 + x+ x2, 1− x + x2, 1 + x+ 2x2} is a basis for P2(Z3) by showing that there is a
unique solution to

α1

(
1 + x+ x2

)
+ α2

(
1− x+ x2

)
+ α3

(
1 + x+ 2x2

)
= c0 + c1x+ c2x

2.

We first note that 1− x+ x2 = 1 + 2x+ x2 in P2(Z3), so we can write our equation as

α1

(
1 + x+ x2

)
+ α2

(
1 + 2x+ x2

)
+ α3

(
1 + x+ 2x2

)
= c0 + c1x+ c2x

2.

We rearrange the previous equation in the form

(α1 + α2 + α3) + (α1 + 2α2 + α3)x+ (α1 + α2 + 2α3)x2 = c0 + c1x+ c2x
2.

Since the polynomials involved are of degree 2 and the field Z3 contains 3 elements, this last equation is
is equivalent to the system

α1 + α2 + α3 = c0,

α1 + 2α2 + α3 = c1,

α1 + α2 + 2α3 = c2

(cf. the discussion on page 45 of the text). Applying Gaussian elimination (modulo 3) shows that there
is a unique solution:

α1 = c0 + 2c1 + c2,

α2 = 2c0 + c1,

α3 = 2c0 + c2.

This in turn proves (by Theorem 28) that the given polynomials form a basis for P2(Z3).

11. Suppose F is a finite field with q distinct elements.

(a) Assume n ≤ q−1. We wish to show that {1, x, x2, . . . , xn} is a linearly independent subset of Pn(F ).
(Since {1, x, x2, . . . , xn} clearly spans Pn(F ), this will show that it is a basis for Pn(F ), and hence
that dim(Pn(F )) = n + 1 in the case that n ≤ q − 1.) The desired conclusion follows from the
discussion on page 45 of the text. If c0 · 1 + c1x+ · · ·+ cnx

n = 0 (where 0 is the zero function), then
every element of F is a root of c0 · 1 + c1x + · · · + cnx

n. Since F contains more than n elements
and a nonzero polynomial of degree n can have at most n distinct roots, this is impossible unless
c0 = c1 = . . . = cn = 0. Thus {1, x, . . . , xn} is linearly independent.

(b) Now suppose that n ≥ q. The reasoning above shows that {1, x, x2, . . . , xq−1} is linearly independent
in Pn(F ) (c0 · 1 + c1x+ · · ·+ cq−1x

q−1 has at most q − 1 distinct roots, and F contains more than
q − 1 elements, etc.). This implies that dim (Pn(F )) ≥ q in the case n ≥ q.

12. Suppose V is a vector space over a field F , and S, T are two n-dimensional subspaces of V . We wish to
prove that if S ⊂ T , then in fact S = T . Let {s1, s2, . . . , sn} be a basis for S. Since S ⊂ T , this implies
that {s1, s2, . . . , sn} is a linearly independent subset of T . We will now show that {s1, s2, . . . , sn} also
spans T . Let t ∈ T be arbitrary. Since T has dimension n, the set {s1, s2, . . . , sn, t} is linearly dependent
by Theorem 34. But then, by Lemma 33, t must be a linear combination of s1, s2, . . . , sn (since no sk is a
linear combination of s1, s2, . . . , sk−1). This shows that t ∈ sp{s1, s2, . . . , sn}, and hence we have shown
that {s1, s2, . . . , sn} is a basis for T . But then

T = sp{s1, s2, . . . , sn} = S,

as desired.

13. Suppose V is a vector space over a field F , and S, T are two finite-dimensional subspaces of V with
S ⊂ T . We are asked to prove that dim(S) ≤ dim(T ). Let {s1, s2, . . . , sn} be a basis for S. Since S ⊂ T ,
it follows that {s1, s2, . . . , sn} is a linearly independent subset of T , and hence, by Theorem 34, any basis
for T must have at least n vectors. It follows that dim(T ) ≥ n = dim(S).
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14. (Note: This exercise belongs in Section 2.7 since the most natural solution uses Theorem
43.) Let V be a vector space over a field F , and let S and T be finite-dimensional subspaces of V . We
wish to prove that

dim(S + T ) = dim(S) + dim(T )− dim(S ∩ T ).

We know from Exercise 2.3.19 that S ∩ T is a subspace of V , and since it is a subset of S, dim(S ∩ T ) ≤
dim(S). Since S is finite-dimensional by assumption, it follows that S ∩ T is also finite-dimensional, and
therefore either S ∩ T = {0} or S ∩ T has a basis.

Suppose first that S ∩ T = {0}, so that dim(S ∩ T ) = 0. Let {s1, s2, . . . , sm} be a basis for S and
{t1, t2, . . . , tn} be a basis for T . We will show that {s1, . . . , sm, t1, . . . , tn} is a basis for S+T , from which
it follows that

dim(S + T ) = m+ n = m+ n− 0 = dim(S) + dim(T )− dim(S ∩ T ).

The set {s1, . . . , sm, t1, . . . , tn} is linearly independent by Exercise 2.5.15. Given any v ∈ S + T , there
exist s ∈ S, t ∈ T such that v = s + t. But since s ∈ S, there exist scalars α1, . . . , αm ∈ F such that
s = α1s1 + · · ·+αmsm. Similarly, since t ∈ T , there exist β1, . . . , βn ∈ F such that t = β1t1 + · · ·+ βntn.
But then

v = s+ t = α1s1 + · · ·+ αmsm + β1t1 + · · ·+ βntn,

which shows that v ∈ sp{s1, . . . , sm, t1, . . . , tn}. Thus we have shown that {s1, . . . , sm, t1, . . . , tn} is a
basis for S + T , which completes the proof in the case that S ∩ T = {0}.
Now suppose S∩T is nontrivial, with basis {v1, . . . , vk}. Since S∩T is a subset of S, {v1, . . . , vk} is a lin-
early independent subset of S and hence, by Theorem 43, can be extended to a basis {v1, . . . , vk, s1, . . . , sp}
of S. Similarly, {v1, . . . , vk} can be extended to a basis {v1, . . . , vk, t1, . . . , tq} of T . We will show that
{v1, . . . , vk, s1, . . . , sp, t1, . . . , tq} is a basis of S + T . Then we will have

dim(S) = k + p, dim(T ) = k + q, dim(S ∩ T ) = k

and
dim(S + T ) = k + p+ q = (k + p) + (k + q)− k = dim(S) + dim(T )− dim(S ∩ T ),

as desired. First, suppose v ∈ S + T . Then, by definition of S + T , there exist s ∈ S and t ∈ T such that
v = s+ t. Since {v1, . . . , vk, s1, . . . , sp} is a basis for S, there exist scalars α1, . . . , αk, β1, . . . , βp ∈ F such
that

s = α1v1 + · · ·+ αkvk + β1s1 + · · ·+ βpsp.

Similarly, there exist γ1, . . . , γk, δ1, . . . , δq ∈ F such that

t = γ1v1 + · · ·+ γkvk + δ1s1 + · · ·+ δqsq.

But then

v = s+ t = α1v1 + · · ·+ αkvk + β1s1 + · · ·+ βpsp+
γ1v1 + · · ·+ γkvk + δ1s1 + · · ·+ δqsq

= (α1 + γ1)v1 + · · ·+ (αk + γk)vk + β1s1 + · · ·+ βpsp+
δ1t1 + · · ·+ δqtq

∈ sp{v1, . . . , vk, s1, . . . , sp, t1, . . . , tq}.

This shows that {v1, . . . , vk, s1, . . . , sp, t1, . . . , tq} spans S+T . Now suppose α1, . . . , αk, β1, . . . , βp, γ1, . . . , γq ∈
F satisfy

α1v1 + · · ·+ αkvk + β1s1 + · · ·+ βpsp + γ1t1 + · · ·+ γqtq = 0.

This implies that
α1v1 + · · ·+ αkvk + β1s1 + · · ·+ βpsp = −γ1t1 − · · · − γqtq.
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The vector on the left belongs to S, while the vector on the right belongs to T ; hence both vectors (which
are really the same) belong to S ∩ T . But then −γ1t1 − · · · − γqtq can be written in terms of the basis
{v1, . . . , vk} of S ∩ T , say

−γ1t1 − · · · − γqtq = δ1v1 + · · ·+ δkvk.

But this gives two representations of the vector −γ1t1 − · · · − γqtq ∈ T in terms of the basis

{v1, . . . , vk, t1, . . . , tq}.
Since each vector in T must be uniquely represented as a linear combination of the basis vectors, this is
possible only if γ1 = · · · = γq = δ1 = · · · = δk = 0. But then

α1v1 + · · ·+ αkvk + β1s1 + · · ·+ βpsp = 0,

and the linear independence of {v1, . . . , vk, σ1, . . . , sp} implies that α1 = · · · = αk = β1 = · · · = βp = 0.
We have thus shown that

{v1, . . . , vk, s1, . . . , sp, t1, . . . , tq}
is linearly independent, which completes the proof.

15. Let V be a vector space over a field F , and let S and T be finite-dimensional subspaces of V . Consider
the four subspaces

X1 = S, X2 = T, X3 = S + T, X4 = S ∩ T.
For every choice of i, j with

1 ≤ i < j ≤ 4,

we wish to determine if dim(Xi) ≤ dim(Xj) or dim(Xi) ≥ dim(Xj) (or neither) must hold. First of all,
since S and T are arbitrary subspaces, it is obvious that there need be no particular relationship between
the dimensions of S and T . However, S ⊂ S + T since each s ∈ S can be written as s = s + 0 ∈ S + T
(0 ∈ T because every subspace contains the zero vector). Therefore, by Exercise 13, dim(S) ≤ dim(S+T ).
By the same reasoning, T ⊂ S + T and hence dim(T ) ≤ dim(S + T ). Next, S ∩ T ⊂ S, S ∩ T ⊂ T , and
hence dim(S ∩ T ) ≤ dim(S), dim(S ∩ T ) ≤ dim(T ). Finally, we have S ∩ T ⊂ S ⊂ S + T , and hence
dim(S ∩ T ) ≤ dim(S + T ).

16. Let V be a vector space over a field F , and suppose S and T are subspaces of V satisfying S ∩ T = {0}.
Suppose {s1, s2, . . . , sk} ⊂ S and {t1, t2, . . . , t�} ⊂ T are bases for S and T , respectively. We wish to
prove that

{s1, s2, . . . , sk, t1, t2, . . . , t�}
is a basis for S + T . This was done in the course of proving the result in Exercise 14.

17. Let U and V be vector spaces over a field F , and let {u1, . . . , un} and {v1, . . . , vm} be bases for U and
V , respectively. We are asked to prove that

{(u1, 0), . . . , (un, 0), (0, v1), . . . , (0, vm)}
is a basis for U × V . First, let (u, v) be an arbitrary vector in U × V . Then u ∈ U and there exist
α1, . . . , αn ∈ F such that u = α1u1 + · · ·+ αnun. Similarly, v ∈ V and there exist β1, . . . , βm ∈ F such
that v = β1v1 + · · ·+ βmvm. It follows that

(u, v) = (u, 0) + (0, v)
= (α1u1 + · · ·+ αnun, 0) + (0, β1v1 + · · ·+ βmvm)
= α1(u1, 0) + · · ·αn(un, 0) + β1(0, v1) + · · ·+ βm(0, vm).

This shows that {(u1, 0), . . . , (un, 0), (0, v1), . . . , (0, vm)} spans U × V . Next, suppose α1, . . . , αn ∈ F ,
β1, . . . , βm ∈ F satisfy

α1(u1, 0) + · · ·αn(un, 0) + β1(0, v1) + · · ·+ βm(0, vm) = 0.
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Since the zero vector ∈ U × V is (0, 0), this yields

(α1u1 + · · ·+ αnun, 0) + (0, β1v1 + · · ·+ βmvm) = (0, 0),

which is equivalent to
α1u1 + · · ·+ αnun = 0, β1v1 + · · ·+ βmvm = 0.

Since both {u1, . . . , un} and {v1, . . . , vm} are linearly independent, it follows that α1 = · · · = αn = β1 =
· · · = βm = 0. This shows that {(u1, 0), . . . , (un, 0), (0, v1), . . . , (0, vm)} is linearly independent, and the
proof is complete.

18. We will prove that the number of elements in a finite field must be pn, where p is a prime number and n
is a positive integer.

Let F be a finite field.

(a) Let p be the characteristic of F . Then

0, 1, 1 + 1, 1 + 1 + 1, . . . , 1 + 1 + · · ·+ 1

(p − 1 terms in the last sum) are distinct elements of F , while 1 + 1 + · · · + 1 (p terms) is 0. We
will write 2 = 1 + 1, 3 = 1 + 1 + 1, and so forth, thus labeling p distinct elements of F , namely,
0, 1, . . . , p− 1. We can then show that {0, 1, 2, . . . , p − 1} ⊂ F is a subfield of F isomorphic to Zp.
Writing out a formal proof is difficult, because the symbols 0, 1, 2, . . . , p− 1 have now three different
meanings (they are elements of Z, elements of Zp, and now elements of F ). For the purposes of this
proof, we will temporarily write 0F , 1F , . . . , (p−1)F for the elements of F , 0Zp , 1Zp , . . . , (p−1)Zp for
the elements of Zp, and 0, 1, . . . , p−1 for the elements of Z. Let us define G = {0F , 1F , . . . , (p−1)F }
and φ : G→ Zp by φ(kF ) = kZp . If k + � < p, then kF + �F is the sum of k + � copies of 1F , which
is (k+ �)F by definition. Similarly, kZp + �Zp = (k+ �)Zp by definition of addition in Zp. Therefore,

φ(kF + �F ) = φ((k + �)F ) = (k + �)Zp = kZp + �Zp = φ(kF ) + φ(�F ).

On the other hand, if 0 ≤ k, � ≤ p− 1 and k + � ≥ p, then kF + �F is the sum of k + � copies of 1F ,
which can be written (by the associative property of addition) as the sum of p copies of 1F plus the
sum of k + �− p copies of 1F . This reduces to 0F + (k + �− p)F = (k + �− p)F . Similarly, by the
definition of addition in Zp, kZp + �Zp = (k + �− p)Zp , and therefore, in this case also, we see

φ(kF + �F ) = φ((k + �− p)F ) = (k + �− p)Zp = kZp + �Zp = φ(kF ) + φ(�F ).

Therefore, φ preserves addition.
Now, by the distributive law, kF �F can be written as the sum of k� copies of 1F (a careful proof of
this would require induction). If k� = qp+r, where q ≥ 0 and 0 ≤ r ≤ p−1, then, by the associative
property of addition, we can write kF �F as the sum of q + 1 sums, the first q of them consisting of
p copies of 1F (and thus each equalling 0F ) and the last consisting of r copies of 1F . It follows that
kF �F = rF . By definition of multiplication in Zp, we simiarly have kZp�Zp = rZp , and hence

φ(kF �F ) = φ(rF ) = rZp = kZp�Zp = φ(kF )φ(�F ).

Therefore, φ also preserves multiplication, and we have shown that G and Zp are isomorphic as
fields.

(b) We now drop the subscripts and identify Zp with the subfield G of F . We wish to show that that
F is a vector space over Zp. We already know that addition in F is commutative, associative, and
has an identity, and that each element of F has an additive inverse in F . The associative property
of scalar multiplication and the two distributive properties of scalar multiplication reduce to the
associative property of multiplication and the distributive property in F . Finally, 1 · u = u for all
u ∈ F since 1 is nothing more than the multiplicative identity in F . This verifies that F is a vector
field over Zp.
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(c) Since F has only a finite number of elements, it must be a finite-dimensional vector space over Zp.
Let the dimension be n, and let {f1, . . . , fn} be a basis for F . Then every element of F can be
written uniquely in the form

α1f1 + α2f2 + · · ·+ αnfn, (2.1)

where α1, α2, . . . , αn ∈ Zp. Conversely, for each choice of α1, α2, . . . , αn in Zp, (2.1) defines an
element of F . Therefore, the number of elements of F is precisely the number of different ways to
choose α1, α2, . . . , αn ∈ Zp, which is pn.

2.7 Properties of bases

1. Consider the following vectors in R3: v1 = (1, 5, 4), v2 = (1, 5, 3), v3 = (17, 85, 56), v4 = (1, 5, 2),
v5 = (3, 16, 13).

(a) We wish to show that {v1, v2, v3, v4, v5} spans R3. Given an arbitrary x ∈ R3, the equation

α1v1 + α2v2 + α3v3 + α4v4 + α5v5 = x

is equivalent to the system

α1 + α2 + 17α3 + α4 + 3α5 = x1,

5α1 + 5α2 + 85α3 + 5α4 + 16α5 = x2,

4α1 + 3α2 + 56α3 + 2α4 + 13α5 = x3.

Applying Gaussian elimination, this system reduces to

α1 = 17x1 − 4x2 + x3 − 5α3 + α4,

α2 = x2 − x1 − x3 − 12α3 − 2α5,

α5 = x2 − 5x1.

This shows that there are solutions regardless of the value of x; that is, each x ∈ R3 can be written
as a linear combination of v1, v2, v3, v4, v5. Therefore, {v1, v2, v3, v4, v5} spans R3.

(b) Now we wish to find a subset of {v1, v2, v3, v4, v5} that is a basis for R3. According to the calculations
given above, each x ∈ R3 can be written as a linear combination of {v1, v2, v5} (just take α3 = α4 = 0
in the system solved above). Since dim(R3) = 3, any three vectors spanning R3 form a basis for R3

(by Theorem 45). Hence {v1, v2, v5} is a basis for R3.

2. Consider the following vectors in R4:

u1 = (1, 3, 5,−1), u2 = (1, 4, 9, 0), u3 = (4, 9, 7,−5).

(a) We wish to show that {u1, u2, u3} is linearly independent, which we do by solving α1u1 + α2u2 +
α3u3 = 0. This is equivalent to the system

α1 + α2 + 4α3 = 0,
3α1 + 4α2 + 9α3 = 0,
5α1 + 9α2 + 7α3 = 0,

−α1 − 5α3 = 0.

Applying Gaussian elimination, we find that the only solution is α1 = α2 = α3 = 0. Thus {u1, u2, u3}
is linearly independent.

(b) Since sp{u1, u2, u3} is a three-dimensional subspace of R4, and hence a very small part of R4, almost
every vector in R4 does not belong to sp{u1, u2, u3} and hence would be a valid fourth vector for a
basis. We choose u4 = (0, 0, 0, 1), and test whether {u1, u2, u3, u4} is linearly independent. A direct
calculation shows that α1u1 + α2u2 + α3u3 + α4u4 = 0 has only the trivial solution, and hence (by
Theorem 45) {u1, u2, u3, u4} is a basis for R4.
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3. Let p1(x) = 2− 5x, p2(x) = 2− 5x+ 4x2.

(a) Obviously {p1, p2} is linearly independent, because neither polynomial is a multiple of the other.
(b) Now we wish to find a polynomial p3 ∈ P2 such that {p1, p2, p3} is a basis for P2. Since sp{p1, p2}

is a two-dimensional subspace of the three-dimensional space P2, almost any polynomial will do; we
choose p3(x) = 1. We then test for linear independence by solving c1p1(x) + c2p2(x) + c3p3(x) = 0.
This equation is equivalent to

(2c1 + 2c2 + c3) + (−5c1 − 5c2)x+ 4c2x2 = 0,

which in turn is equivalent to the system

2c1 + 2c2 + c3 = 0,
−5c1 − 5c2 = 0,

4c2 = 0.

A direct calculation shows that the only solution is c1 = c2 = c3 = 0, and hence {p1, p2, p3} is
linearly independent. It follows from Theorem 45 that {p1, p2, p3} is a basis for R3.

4. Define p1, p2, p3, p4, p5 ∈ P2 by

p1(x) = x, p2(x) = 1 + x, p3(x) = 3 + 5x,
p4(x) = 5 + 8x, p5(x) = 3 + x− x2.

(a) We first show that {p1, p2, p3, p4, p5} spans P2. Given an arbitrary q(x) = a0 + a1x + a2x
2 in P2,

the equation c1p1(x) + c2p2(x) + c3p3(x) + c4p4(x) + c5p5(x) = q(x) is equivalent to

(c2 + 3c3 + 5c4 + 3c5) + (c1 + c2 + 5c3 + 8c4 + c5)x − c5x2 = a0 + a1x+ a2x
2,

and hence to the system

c2 + 3c3 + 5c4 + 3c5 = a0,

c1 + c2 + 5c3 + 8c4 + c5 = a1,

−c5 = a2.

Applying Gaussian elimination, we obtain the reduced system

c1 = a1 − a0 − 2a2 − 2c3 − 3c4,
c2 = a0 + 3a2 − 3c3 − 5c4,
c5 = −a2.

We see that, regardless of the values of a0, a1, a2, there is a solution, and hence {p1, p2, p3, p4, p5}
spans P2.

(b) We now find a subset of {p1, p2, p3, p4, p5} that forms a basis for P2. From the above calculation,
we see that every q ∈ P2 can be written as a linear combination of p1, p2, p5. Since dim(P2) = 3,
Theorem 45 implies that {p1, p2, p5} is a basis for P2.

5. Let u1 = (1, 4, 0,−5, 1), u2 = (1, 3, 0,−4, 0), u3 = (0, 4, 1, 1, 4) be vectors in R5.

(a) To show that {u1, u2, u3} is linearly independent, we solve the equation α1u1 + α2u2 + α3u3 = 0,
which is equivalent to the system

α1 + α2 = 0,
4α1 + 3α2 + 4α3 = 0,

α3 = 0,
−5α1 − 4α2 + α3 = 0,

α1 + 4α3 = 0.

A direct calculation shows that this system has only the trivial solution.
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(b) To extend {u1, u2, u3} to a basis for R5, we need two more vectors. We will try u4 = (0, 0, 0, 1, 0)
and u5 = (0, 0, 0, 0, 1). We solve α1u1 + α2u2 + α3u3 + α4u4 + α5u5 = 0 and find that the only
solution is the trivial one. This implies that {u1, u2, u3, u4, u5} is linearly independent and hence,
by Theorem 45, a basis for R5.

6. Consider the following vectors in R5:

u1 =

⎡
⎢⎢⎢⎢⎣

1
2
0
1
1

⎤
⎥⎥⎥⎥⎦ , u2 =

⎡
⎢⎢⎢⎢⎣
−1

3
2
1
−1

⎤
⎥⎥⎥⎥⎦ , u3 =

⎡
⎢⎢⎢⎢⎣

1
7
2
3
1

⎤
⎥⎥⎥⎥⎦ ,

u4 =

⎡
⎢⎢⎢⎢⎣

1
−2
−1

1
1

⎤
⎥⎥⎥⎥⎦ , u5 =

⎡
⎢⎢⎢⎢⎣

2
10
3
6
2

⎤
⎥⎥⎥⎥⎦ .

Let S = sp{u1, u2, u3, u4, u5}. We wish to find a subset of {u1, u2, u3, u4, u5} that is a basis for S. We
let x be an arbitrary vector in R5 and solve α1u1 + α2u2 + α3u3 + α4u4 + α5u5 = x. This equation is
equivalent to the system

α1 − α2 + α3 + α4 + 2α5 = x1,

2α1 + 3α2 + 7α3 − 2α4 + 10α5 = x2,

2α2 + 2α3 − α4 + 3α5 = x3,

α1 + α2 + 3α3 + α4 + 6α5 = x4,

α1 − α2 + α3 + α4 + 2α5 = x5.

Applying Gaussian elimination, this system is equivalent to

α1 =
3
2
x1 + x3 − 1

2
x4 − 2α3 − 3α5,

α2 = −1
2
x1 +

1
2
x4 − α3 − 2α5,

α4 = −x1 − x3 + x4 − α5,

0 = −7
2
x1 + x2 − 4x3 +

3
2
x4,

0 = −x1 + x5.

We see first of all that S is a proper subspace of R5, since x �∈ S unless

−7
2
x1 + x2 − 4x3 +

3
2
x4 = 0, −x1 + x5 = 0.

We also see that any x ∈ S can be represented as a linear combination of u1, u2, u4 by taking α3 = α5 = 0
in the above equations. Finally, it can be verified directly that {u1, u2, u4} is linearly independent and
hence a basis for S.

7. Consider the following polynomials in P3:

p1(x) = 1− 4x+ x2 + x3, p2(x) = 3− 11x+ x2 + 4x3,

p3(x) = −x+ 2x2 − x3, p4(x) = −x2 + 2x3,

p5(x) = 5− 18x+ 2x2 + 5x3.
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We wish to determine the dimension of S = sp{p1, p2, p3, p4, p5}. We solve c1p1(x) + c2p2(x) + c3p3(x) +
c4p4(x) + c5p5(x) = 0 to determine the linear dependence relationships among these vectors (notice that
we already know that {p1, p2, p3, p4, p5} is linearly dependent because the dimension of P3 is only 4).
This equation is equivalent to the system

c1 + 3c2 + 5c5 = 0,
−4c1 − 11c2 − c3 − 18c5 = 0,
c1 + c2 + 2c3 − c4 + 2c5 = 0,

2c1 + 4c2 − c3 + 2c4 + 5c5 = 0.

Applying Gaussian elimation yields

c1 = 0, c2 = −5
3
c5, c3 =

1
3
c5, c4 = c5.

Choosing c5 = 1, we see that

−5
3
p2(x) +

1
3
p3(x) + p4(x) + p5(x) = 0.

We can solve this equation for p5(x), which shows that p5 ∈ sp{p2, p3, p4} ⊂ sp{p1, p2, p3, p4}. Therefore,
S = sp{p1, p2, p3, p4}. The above calculations also show that the only solution of c1p1(x) + c2p2(x) +
c3p3(x) + c4p4(x) + c5p5(x) = 0 with c5 = 0 is the trivial solution, that is, the only solution of c1p1(x) +
c2p2(x) + c3p3(x) + c4p4(x) = 0 is the trivial solution. Thus {p1, p2, p3, p4} is linearly independent and
hence a basis for S. (This also shows that S is four-dimensional and hence equals all of P3.)

8. Let S = sp{v1, v2, v3, v4} ⊂ C3, where

v1 = (1 − i, 3 + i, 1 + i), v2 = (1, 1− i, 3),
v3 = (i,−2− 2i, 2− i), v4 = (2 − i, 7 + 3i, 2 + 5i).

We will find a basis for S. We begin by solving α1v1 + α2v2 + α3v3 + α4v4 = 0, which is equivalent to
the system

(1− i)α1 + α2 + iα3 + (2− i)α4 = 0,
(3 + i)α1 + (1− i)α2 + (−2− 2i)α3 + (7 + 3i)α4 = 0,

(1 + i)α1 + 3α2 + (2− i)α3 + (2 + 5i)α4 = 0.

Applying Gaussian elimination yields

α1 = α3 − 2α4, α2 = −α3 − iα4.

Taking α3 = 1, α4 = 0, we see that v3 can be written as a linear combination of v1, v2, and taking α3 = 0,
α4 = 1, we see that v4 can be written as a linear combination of v1, v2. Thus both v3 and v4 belong to
sp{v1, v2}, which shows that S = sp{v1, v2}. Since neither v1 nor v2 is a multiple of the other, we see
that {v1, v2} is linearly independent and hence is a basis for S.

9. Consider the vectors u1 = (3, 1, 0, 4) and u2 = (1, 1, 1, 4) in Z4
5.

(a) It is obvious that {u1, u2} is linearly independent, since neither vector is a multiple of the other.

(b) To extend {u1, u2} to a basis for Z4
5, we must find vectors u3, u4 such that {u1, u2, u3, u4} is linearly

independent. We try u3 = (0, 0, 1, 0) and u4 = (0, 0, 0, 1). A direct calculation then shows that
α1u1 + α2u2 + α3u3 + α4u4 = 0 has only the trivial solution. Therefore {u1, u2, u3, u4} is linearly
independent and hence, since dim(Z4

5) = 4, it is a basis for Z4
5.
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10. Let S = sp{v1, v2, v3} ⊂ Z3
3, where

v1 = (1, 2, 1), v2 = (2, 1, 2), v3 = (1, 0, 1).

We wish to find a subset of {v1, v2, v3} that is a basis for S. As usual, we proceed by solving α1v1 +
α2v2 + α3v3 = 0 to find the linear dependence relationships (if any). This equation is equivalent to the
system

α1 + 2α2 + α3 = 0,
2α1 + α2 = 0,

α1 + 2α2 + α3 = 0,

which reduces, by Gaussian elimination, to

α1 = α2, α3 = 0.

It follows that v1+v2 = 0, or v2 = 2v1 (notice that −1 = 2 in Z3). Therefore sp{v1, v3} = sp{v1, v2, v3} =
S. It is obvious that {v1, v3} is linearly independent (since neither vector is a multiple of the other), and
therefore {v1, v3} is a basis for S.

11. Let F be a field. We will show how to produce different bases for a nontrivial, finite-dimensional vector
space over V .

(a) Let V be a 1-dimensional vector space over F , and let {u1} be a basis for V . Then {αu1} is a basis
for V for any α �= 0. To prove this, we first note that u1 is nonzero since {u1} is linearly independent
by assumption; therefore α1(αu1) = 0 implies that (α1α)u1 = 0 and hence (by Theorem 5, part 6)
that α1α = 0. Since α �= 0, this in turn yields α1 = 0, and hence {αu1} is linearly independent.
Now suppose v ∈ V . Since {u1} is a basis for V , there exists β ∈ F such that βu1 = v. But then(
βα−1

)
(αu1) = v, which shows that {αu1} spans V . Thus {αu1} is a basis for V .

(b) Now let V be a 2-dimensional vector space over F , and let {u1, u2} be a basis for V . We wish to prove
that {αu1, βu1+γu2} is a basis for V for any α �= 0, γ �= 0. First, suppose α1(αu1)+α2(βu1+γu2) =
0. We can rewrite this equation as (αα1 + βα2)u1 + (γα2)u2 = 0 and, since {u1, u2} is linearly
independent, this implies that

αα1 + βα2 = 0,
γα2 = 0.

Since γ �= 0 by assumption, the second equation implies that α2 = 0. Then the first equation
simplifies to αα1 = 0, which implies (since α �= 0) that α1 = 0. This shows that {αu1, βu1 + γu2}
is linearly independent.
Now suppose v ∈ V . Since {u1, u2} is a basis for V , there exist β1, β2 ∈ F such that v = β1u1+β2u2.
We wish to find α1, α2 ∈ F such that α1(αu1) + α2(βu1 + γu2) = v. We can rearrange this last
equation to read (αα1 +βα2)u1+(γα2) = v, which then yields (αα1 +βα2)u1+(γα2) = β1u1+β2u2.
Since v has a unique representation as a linear combination of the basis vectors u1, u2, it follows
that

αα1 + βα2 = β1,

γα2 = β2.

This system can be solved to yield a unique solution:

α1 = α−1(β1 − βγ−1β2), α2 = γ−1β2.

This shows that v ∈ sp{αu1, βu1 + γu2}, and hence that {αu1, βu1 + γu2} spans V . Therefore,
{αu1, βu1 + γu2} is a basis for V .
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(c) Let V be a vector space over F with basis {u1, . . . , un}. We wish to generalize the previous parts of
this exercise to show how to produce a collection of different bases for V . We choose any scalars

αij , i = 1, 2, . . . , n, j = 1, 2, . . . , i,

with αii �= 0 for all i = 1, 2, . . . , n. Then the set

{α11u1, α21u1 + α22u2, . . . , αn1u1 + αn2u2 + · · ·+ αnnun} (2.2)

is a basis for V . We can prove this by induction on n. We have already done the case n = 1 (and
also n = 2). Let us assume that the construction leads to a basis if the dimension of the vector
space is n− 1, and suppose that V has dimension n, with basis {u1, u2, . . . , un}. By the induction
hypothesis,

{α11u1, α21u1 + α22u2, . . . , αn−1,1u1 + · · ·+ αn−1,n−1un−1} (2.3)

is a basis for S = sp{u1, u2, . . . , un−1}. We now show that (2.2) is a basis for V by showing that
each v ∈ V can be uniquely represented as a linear combination of the vectors in (2.2). So let v be
any vector in V , say

v = β1u1 + β2u2 + · · ·+ βnun.

Notice that

βnun = βnα
−1
nn (αn1u1 + · · ·+ αnnun)−(

βnα
−1
nnαn1u1 + · · ·+ βnα

−1
nnαn,n−1un−1

)
.

The vector
βnα

−1
nnαn1u1 + · · ·+ βnα

−1
nnαn,n−1un−1

belongs to S and, by the induction hypothesis, can be written uniquely as

γ1(a11u1) + γ2(α21u1 + α22u2) + · · ·+ γn−1(αn−1,1u1 + · · ·+ αn−1,n−1un−1).

Also,

β1u1 + · · ·+ βn−1un−1

= δ1(a11u1) + δ2(α21u1 + α22u2) + · · ·+
δn−1(αn−1,1u1 + · · ·+ αn−1,n−1un−1).

Putting this all together, we obtain

v = β1u1 + · · ·+ βn−1un−1 + βnun

= δ1(a11u1) + δ2(α21u1 + α22u2) + · · ·+
δn−1(αn−1,1u1 + · · ·+ αn−1,n−1un−1)+

βnα
−1
nn (αn1u1 + · · ·+ αnnun)− (γ1(a11u1) + γ2(α21u1 + α22u2)

+ · · ·+ γn−1(αn−1,1u1 + · · ·+ αn−1,n−1un−1)
= (δ1 − γ1)(a11u1) + (δ2 − γ2)(α21u1 + α22u2) + · · ·+

(δn−1 − γn−1)(αn−1,1u1 + · · ·+ αn−1,n−1un−1)+

βnα
−1
nn (αn1u1 + · · ·+ αnnun) .

This shows that each v can be written as a linear combination of the vectors in (2.2). Uniqueness
follows from the induction hypothesis and the fact that there is only one way to write βnun as a
multiple of αn1u1 + · · ·+ αnnun plus a vector from S.
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12. We wish to prove that every nontrivial subspace of a finite-dimensional vector space has a basis (and
hence is finite-dimensional). Let V be a finite-dimensional vector space, let dim(V ) = n, and suppose S
is a nontrivial subspace of V . Since S is nontrivial, it contains a nonzero vector s1. Then either {v1}
spans S, or there exists v2 ∈ S \ sp{v1}. In the first case, {v1} is a basis for S (since any set containing
a single nonzero vector is linearly independent by Exercise 2.5.2). In the second case, {v1, v2} is linearly
independent by Exercise 2.5.4. Either {v1, v2} spans S, in which case it is a basis for S, or we can find
v3 ∈ S \ sp{v1, v2}. We continue to add vectors in this fashion until we obtain a basis for S. We know
that the process will end with a linearly independent spanning set for S, containing at most n vectors,
because S ⊂ V , and any linearly independent set with n vectors spans all of V by Theorem 45.

13. Let F be a finite field with q distinct elements, and let n be positive integer, n ≥ q. We wish to prove
that dim (Pn(F )) = q by showing that {1, x, . . . , xq−1} is a basis for Pn(F ). We have already seen (in
Exercise 2.6.11) that {1, x, . . . , xq−1} is linearly independent. Consider the following vectors in F q:

v1 =

⎡
⎢⎢⎢⎣

1
1
...
1

⎤
⎥⎥⎥⎦ , v2 =

⎡
⎢⎢⎢⎣
α1

α2

...
αq

⎤
⎥⎥⎥⎦ , v3 =

⎡
⎢⎢⎢⎣
α2

1

α2
2
...
α2

q

⎤
⎥⎥⎥⎦ , . . . , vq =

⎡
⎢⎢⎢⎣
αq−1

1

αq−1
2
...

αq−1
q

⎤
⎥⎥⎥⎦ .

The equation c1v1 + c2v2 + · · ·+ cqvq = 0 is equivalent to the q equations

c1 · 1 + c2αi + · · ·+ cqα
q−1
i = 0, i = 1, 2, . . . , q,

which collectively are equivalent to the statement

c1 · 1 + c2x+ · · ·+ cqx
q−1 = 0 for all x ∈ F.

Since {1, x, . . . , xq−1} is linearly independent, this equation implies that c1 = c2 = · · · = cq = 0, and
hence we have shown that {v1, v2, . . . , vq} is linearly independent in F q. Since we know that dim(F q) = q,
Theorem 45 implies that {v1, v2, . . . , vq} also spans F q. Now let p be any polynomial in Pn(F ), and define

u =

⎡
⎢⎢⎢⎣
p(α1)
p(α2)

...
p(αq)

⎤
⎥⎥⎥⎦ ∈ F q.

Since {v1, v2, . . . , vq} spans F q, there exist scalars c1, c2, . . . , cq ∈ F such that c1v1 +c2v2 + · · ·+cqvq = u.
This last equation is equivalent to

c1 · 1 + c2αi + · · ·+ cqα
q−1
i = p(αi), i = 1, 2, . . . , q,

and hence to
c1 · 1 + c2x+ · · ·+ cqx

q−1 = p(x) for all x ∈ F.
This shows that p ∈ sp{v1, v2, . . . , vq}, and hence that {v1, v2, . . . , vq} is a basis for Pn(F ). Thus
dim(Pn(F )) = q, as desired.

14. Let V be an n-dimensional vector space over a field F , and suppose S and T are subspaces of V satisfying
S ∩ T = {0}. Suppose that {s1, s2, . . . , sk} is a basis for S, {t1, t2, . . . , t�} is a basis for T , and k+ � = n.
We wish to prove that {s1, s2, . . . , sk, t1, t2, . . . , t�} is a basis for V . This follows immediately from
Theorem 45, since we have already shown in Exercise 2.5.15 that {s1, s2, . . . , sk, t1, t2, . . . , t�} is linearly
independent.

15. Let V be a vector space over a field F , and let {u1, . . . , un} be a basis for V . Let v1, . . . , vk be vectors in
V , and suppose

vj = α1,ju1 + . . .+ αn,jun, j = 1, 2, . . . , k.
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Define the vectors x1, . . . , xk in Fn by

xj = (α1,j , . . . , αn,j), j = 1, 2, . . . , k.

(a) We first prove that {v1, . . . , vk} is linearly independent if and only if {x1, . . . , xk} is linearly indepen-
dent. We will do this by showing that c1v1+· · ·+ckvk = 0 in V is equivalent to c1x1+· · ·+ckxk = 0 in
Fn. Then the first equation has only the trivial solution if and only if the second equation does, and
the result follows. The proof is a direct manipulation, for which summation notation is convenient:

k∑
j=1

cjvj = 0⇔
k∑

j=1

cj

(
n∑

i=1

αijui

)

⇔
k∑

j=1

n∑
i=1

cjαijui = 0

⇔
n∑

i=1

k∑
j=1

cjαijui = 0

⇔
n∑

i=1

⎛
⎝ k∑

j=1

cjαij

⎞
⎠ ui = 0.

Since {u1, . . . , un} is linearly independent, the last equation is equivalent to

k∑
j=1

cjαij = 0, i = 1, 2, . . . , n,

which, by definition of xj and of addition in Fn, is equivalent to

k∑
j=1

cjxj = 0.

This completes the proof.
(b) Now we show that {v1, . . . , vk} spans V if and only if {x1, . . . , xk} spans Fn. Since each vector in V

can be represented uniquely as a linear combination of u1, . . . , un, there is a one-to-one correspon-
dence between V and Fn:

w = c1u1 + · · ·+ cnun ∈ V ←→ x = (c1, . . . , cn) ∈ Fn.

Mimicking the manipulations in the first part of the exercise, we see that

k∑
j=1

cjvj = w ⇔
k∑

j=1

cjxj = x.

Thus the first equation has a solution for every v ∈ V if and only if the second equation has a
solution for every x ∈ Fn. The result follows.

16. Consider the polynomials p1(x) = −1 + 3x + 2x2, p2(x) = 3 − 8x − 4x2, and p3(x) = −1 + 4x + 5x2 in
P2. We wish to use the result of the previous exercise to determine if {p1, p2, p3} is linearly independent.
The standard basis for P2 is {u1, u2, u3} = {1, x, x2}. In terms of this basis, p1, p2, p3 correspond to

x1 =

⎡
⎣ −1

3
2

⎤
⎦ , x2 =

⎡
⎣ 3
−8
−4

⎤
⎦ , x3 =

⎡
⎣ −1

4
5

⎤
⎦ ∈ R3,

respectively. A direct calculation shows that c1x1+c2x2+c3x3 = 0 has only the trivial solution. Therefore
{x1, x2, x3} and {p1, p2, p3} are both linearly independent.
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2.8 Polynomial interpolation and the Lagrange basis

1. (a) The Lagrange polynomials for the interpolation nodes x0 = 1, x1 = 2, x3 = 3 are

L0(x) =
(x− 2)(x− 3)
(1− 2)(1− 3)

= −1
2
(x − 2)(x− 3),

L1(x) =
(x− 1)(x− 3)
(2− 1)(2− 3)

= −(x− 1)(x− 3),

L2(x) =
(x− 1)(x− 2)
(3− 1)(3− 2)

=
1
2
(x− 1)(x− 2).

(b) The quadratic polynomial interpolating (1, 0), (2, 2), (3, 1) is

p(x) = 0L0(x) + 2L1(x) + L2(x)

= −2(x− 1)(x− 3) +
1
2
(x− 1)(x− 2)

= −3
2
x2 +

13
2
x− 5.

2. (a) The Lagrange polynomials for the interpolation nodes x0 = −2, x1 = −1, x2 = 0, x3 = 1, x4 = 2
are

L0(x) =
(x+ 1)x(x − 1)(x− 2)

(−2 + 1)(−2− 0)(−2− 1)(−2− 2)
=

1
24
x(x + 1)(x− 1)(x− 2),

L1(x) =
(x+ 2)x(x − 1)(x− 2)

(−1 + 2)(−1− 0)(−1− 1)(−1− 2)
= −1

6
x(x + 2)(x− 1)(x− 2),

L2(x) =
(x+ 2)(x+ 1)(x− 1)(x− 2)
(0 + 2)(0 + 1)(0− 1)(0− 2)

=
1
4
(x+ 2)(x+ 1)(x− 1)(x− 2),

L3(x) =
(x+ 2)(x+ 1)x(x − 2)

(1 + 2)(1 + 1)(1 − 0)(1− 2)
= −1

6
x(x + 2)(x+ 1)(x− 2),

L4(x) =
(x+ 2)(x+ 1)x(x − 1)

(2 + 2)(2 + 1)(2 − 0)(2− 1)
=

1
24
x(x + 2)(x+ 1)(x− 1).

(b) Using the Lagrange basis, we find the interpolating polynomial passing through the points (−2, 10),
(−1,−3), (0, 2), (1, 7), (2, 18) to be

p(x) = 10L0(x)− 3L1(x) + 2L2(x) + 7L3(x) + 18L4(x)

=
5
12
x(x + 1)(x− 1)(x− 2) +

1
2
x(x + 2)(x− 1)(x− 2)+

1
2
(x+ 2)(x+ 1)(x− 1)(x− 2)− 7

6
x(x+ 2)(x+ 1)(x− 2)+

3
4
x(x+ 2)(x+ 1)(x− 1).

A tedious calculation shows that p(x) = x4 − x3 − x2 + 6x+ 2, which is the same result obtained in
Example 48.

3. Consider the data (1, 5), (2,−4), (3,−4), (4, 2). We wish to find the cubic polynomial interpolating these
points.

(a) Using the standard basis, we write p(x) = c0 + c1x+ c2x
2 + c3x

4. The equations

p(1) = 5, p(2) = −4, p(3) = −4, p(4) = 2
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are equivalent to the system

c0 + c1 + c2 + c3 = 5,
c0 + 2c1 + 4c2 + 8c3 = −4,
c0 + 3c1 + 9c2 + 27c3 = −4,
c0 + 4c1 + 16c2 + 64c3 = 2.

Gaussian elimination yields

c0 = 26, c1 = −28, c2 =
15
2
, c3 = −1

2
,

and thus
p(x) = 26− 28x+

15
2
x2 − 1

2
x3.

(b) The Lagrange polynomials for these interpolation nodes are

L0(x) =
(x− 2)(x− 3)(x− 4)
(1− 2)(1− 3)(1− 4)

= −1
6
(x− 2)(x− 3)(x− 4),

L1(x) =
(x− 1)(x− 3)(x− 4)
(2− 1)(2− 3)(2− 4)

=
1
2
(x− 1)(x− 3)(x− 4),

L2(x) =
(x− 1)(x− 2)(x− 4)
(3− 1)(3− 2)(3− 4)

= −1
2
(x− 1)(x− 2)(x− 4),

L2(x) =
(x− 1)(x− 2)(x− 3)
(4− 1)(4− 2)(4− 3)

=
1
6
(x− 1)(x− 2)(x− 3),

and the interpolating polynomial is

p(x) = 5L0(x) − 4L1(x)− 4L2(x) + 2L3(x)

= − 5
6
(x− 2)(x− 3)(x− 4)− 2(x− 1)(x− 3)(x− 4)+

2(x− 1)(x− 2)(x− 4) +
1
3
(x − 1)(x− 2)(x− 3).

A tedious calculation shows that this is the same polynomial computed in the first part.

4. Let {L0, L1, . . . , Ln} be the Lagrange basis constructed on the interpolation nodes x0, x1, . . . , xn ∈ F .
We wish to prove that, for all p ∈ Pn(F ),

p(x) = p(x0)L0(x) + p(x1)L1(x) + . . .+ p(xn)Ln(x)

Let q(x) be the polynomial on the right. By the definition of the Lagrange polynomials, we see that
q(xi) = p(xi) for i = 0, 1, . . . , n. If we define the polynomial r(x) = p(x) − q(x), then we see that r has
n+ 1 roots:

r(xi) = p(xi)− q(xi) = p(xi)− p(xi) = 0, i = 0, 1, . . . , n.

However, r is a polynomial of degree at most n, and therefore this is impossible unless r is the zero
polynomial (compare the discussion on page 45 in the text). This shows that q = p, as desired.

5. We wish to write p2(x) = 2 + x − x2 as a linear combination of the Lagrange polynomials constructed
on the nodes x0 = −1, x1 = 1, x2 = 3. The graph of p passes through the points (−1, p(−1)), (1, p(1)),
(3, p(3)), that is, (−1, 0), (1, 2), (3,−4). The Lagrange polynomials are

L0(x) =
(x− 1)(x− 3)

(−1− 1)(−1− 3)
=

1
8
(x− 1)(x− 3),

L1(x) =
(x+ 1)(x− 3)
(1 + 1)(1− 3)

= −1
4
(x+ 1)(x− 3),

L2(x) =
(x+ 1)(x− 1)
(3 + 1)(3− 1)

=
1
8
(x + 1)(x− 1),
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and therefore,

p(x) = 0L0(x) + 2L1(x) − 4L2(x)

= −1
2
(x+ 1)(x− 3)− 1

2
(x+ 1)(x− 1).

6. Let F be a field and suppose (x0, y0), (x1, y1), . . . , (xn, yn) are points in F 2. We wish to show that the poly-
nomial interpolation problem has at most one solution, assuming the interpolation nodes x0, x1, . . . , xn

are distinct. This follows from reasoning we have seen before. If p, q ∈ Pn(F ) both interpolate the given
data, then r = p− q is a nonzero polynomial of degree at most n having n+ 1 roots (x0, x1, . . . , xn). The
only polynomial of degree n (or less) having n+ 1 roots is the zero polynomial; thus p = q and there is
at most one interpolating polynomial.

7. Let F be a field and suppose (x0, y0), (x1, y1), . . . , (xn, yn) are points in F 2. We wish to show that the poly-
nomial interpolation problem has at most one solution, assuming the interpolation nodes x0, x1, . . . , xn

are distinct. Suppose p, q ∈ Pn(F ) both interpolate the data, and let {L0, L1, . . . , Ln} be the basis for
Pn(F ) of Lagrange polynomials for the given interpolation nodes. Both p and q can be written in terms
of this basis:

p =
n∑

i=0

αiLi, q =
n∑

i=0

βiLi.

Now, we know that the Lagrange polynomials satisfy

Li(xj) =
{

1, j = i,
0, j �= i.

It follows that

p(xj) =
n∑

i=0

αiLi(xj) = αj , q(xj) =
n∑

i=0

βiLi(xj) = βj .

But, since p and q interpolate the given data, p(xj) = q(xj) = yj . This shows that αj = βj , j = 0, 1, . . . , n,
and hence that p = q.

8. Suppose x0, x1, . . . , xn are distinct real numbers. We wish to prove that, for any real numbers y0, y1, . . . , yn,
the system

c0 + c1x0 + c2x
2
0 + . . .+ cnx

n
0 = y0,

c0 + c1x1 + c2x
2
1 + . . .+ cnx

n
1 = y1,

...
...

c0 + c1xn + c2x
2
n + . . .+ cnx

n
n = yn

has a unique solution c0, c1, . . . , cn. This follows immediately from our work on interpolating polynomials:
c0, c1, . . . , cn solves the given system if and only if p(x) = c0 + c1x + · · · + cnx

n interpolates the data
(x0, y0), (x1, y1), . . . , (xn, yn). Since there is a unique interpolating polynomial p ∈ Pn, and since this
polynomial can be uniquely represented in terms of the standard basis {1, x, . . . , xn}, it follows that the
given system of equations has a unique solution.

9. We wish to represent every function f : Z2 → Z2 by a polynomial in P1(Z2). There are exactly four
different functions f : Z2 → Z2, as defined in the following table:

x f1(x) f2(x) f3(x) f4(x)
0 0 1 0 1
1 0 0 1 1

We have f1(x) = 0 (the zero polynomial), f2(x) = 1 + x, f3(x) = x, and f4(x) = 1.
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10. The following table defines three functions mapping Z3 → Z3. We wish to find a polynomial in P2(Z3)
representing each one.

x f1(x) f2(x) f3(x)
0 1 0 2
1 2 0 2
2 0 1 1

We can compute f1, f2, and f3 as interpolating polynomials. The Lagrange polynomials for the given
interpolation nodes are

L0(x) =
(x− 1)(x− 2)
(0− 1)(0 − 2)

= 2x2 + 2,

L1(x) =
x(x − 2)

(1 − 0)(1− 2)
= 2x2 + 2x,

L2(x) =
x(x − 1)

(2 − 0)(2− 1)
= 2x2 + x.

(Here we have used the arithmetic of Z3 to simplify the polynomials: −1 = 2, −2 = 1, 2−1 = 2, etc.).
We then have

f1(x) = L0(x) + 2L1(x) = 2x2 + 1 + x2 + x = 1 + x,

f2(x) = L2(x) = 2x2 + x,

f3(x) = 2L0(x) + 2L1(x) + L2(x) = x2 + 2 + x2 + x+ 2x2 + x

= x2 + 2x+ 2.

11. Consider a secret sharing scheme in which five individuals will receive information about the secret, and
any two of them, working together, will have access to the secret. Assume that the secret is a two-
digit integer, and that p is chosen to be 101. The degree of the polynomial will be one, since then the
polynomial will be uniquely determined by two data points. Let us suppose that the secret is N = 42
and we choose the polynomial to be p(x) = N + c1x, where c1 = 71 (recall that c1 is chosen at random).
We also choose the five interpolation nodes at random to obtain x1 = 9, x2 = 14, x3 = 39, x4 = 66, and
x5 = 81. We then compute

y1 = p(x1) = 42 + 71 · 9 = 75,
y2 = p(x2) = 42 + 71 · 14 = 26,
y3 = p(x3) = 42 + 71 · 39 = 84,
y4 = p(x4) = 42 + 71 · 66 = 82,
y5 = p(x5) = 42 + 71 · 81 = 36

(notice that all arithmetic is done modulo 101). The data points, to be distributed to the five individuals,
are (9, 75), (14, 26), (39, 84), (66, 82), (81, 36).

12. An integer N satisfying 1 ≤ N ≤ 256 represents a secret to be shared among five individuals. Any
three of the individuals are allowed access to the information. The secret is encoded in a polynomial
p, according to the secret sharing scheme described in Section 2.8.1, lying in P2(Z257). Suppose three
of the individuals get together, and their data points are (15, 13), (114, 94), and (199, 146). We wish to
determine the secret. We begin by finding the Lagrange polynomials for the interpolation nodes 15, 114,
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and 199:

L0(x) =
(x− 114)(x− 199)

(15− 114)(15− 199)
= 58x2 + 93x+ 205,

L1(x) =
(x− 15)(x− 199)

(114− 15)(114− 199)
= 74x2 + 98x+ 127,

L2(x) =
(x − 15)(x− 114)

(199− 15)(199− 114)
= 125x2 + 66x+ 183.

The interpolating polynomial p is

p(x) = 13L0(x) + 94L1(x) + 146L2(x).

We need only compute p(0):

p(0) = 13L0(0) + 94L1(0) + 146L2(0) = 13 · 205 + 94 · 127 + 146 · 183 = 201.

Thus the secret is N = 201. (The polynomial p(x) simplifies to p(x) = 3x2 + 11x+ 201).

13. We wish to solve the following interpolation problem: Given v1, v2, d1, d2 ∈ R, find p ∈ P3 such that

p(0) = v1, p(1) = v2, p
′(0) = d1, p

′(1) = d2.

(a) If we represent p as p(x) = c0 + c1x+ c2x
2 + c3x

3, then the given conditions

p(0) = v1,

p′(0) = d1,

p(1) = v2,

p′(1) = d2

are equivalent to the system

c0 = v1,

c1 = d1,

c0 + c1 + c2 + c3 = v2,

c1 + 2c2 + 3c3 = d2.

It is straightforward to solve this system:

c0 = v1, c1 = d1, c2 = 3v2 − 3v1 − 2d1 − d2, c3 = 2v1 − 2v2 + d1 + d2.

(b) We now find the special basis {q1, q2, q3, q4} of P3 satisfying the following conditions:

q1(0) = 1, q′1(0) = 0, q1(1) = 0, q′1(1) = 0,
q2(0) = 0, q′2(0) = 1, q2(1) = 0, q′2(1) = 0,
q3(0) = 0, q′3(0) = 0, q3(1) = 1, q′3(1) = 0,
q4(0) = 0, q′4(0) = 0, q4(1) = 0, q′4(1) = 1.

We can use the result of the first part of this exercise to write down the solutions immediately:

q1(x) = 1− 3x2 + 2x3,

q2(x) = x− 2x2 + x3,

q1(x) = 3x2 − 2x3,

q1(x) = −x2 + x3.

In terms of the basis {q1, q2, q3, q4}, the solution to the interpolation problem is

p(x) = v1q1(x) + d1q2(x) + v2q3(x) + d2q4(x).
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14. We are given n + 1 interpolation nodes, x0, x1, . . . , xn. Given v0, v1, . . . , vn ∈ R, d0, d1, . . . , dn ∈ R, we
wish to find p ∈ P2n+1 such that

p(xi) = vi, p
′(xi) = di, i = 0, 1, . . . , n.

We define (in terms of the Lagrange polynomials L0, L1, . . . , Ln for the nodes x0, x1, . . . , xn)

Ai(x) = (1− 2(x− xi)L′
i(xi))L2

i (x),

Bi(x) = (x− xi)L2
i (x)

for i = 0, 1, . . . , n.

(a) Since each Lagrange polynomial Li has degree exactly n, we see that Bi has degree 2n+ 1 for each
i = 0, 1, . . . , n, while Ai has degree 2n+ 1 if L′

i(xi) �= 0 and degree 2n if L′
i(xi) = 0. Thus, in every

case, Ai, Bi ∈ P2n+1 for all i = 0, 1, . . . , n.

(b) If j �= i, then Li(xj) = 0 and

Ai(xj) = (1− 2(xj − xi)L′
i(xi))L2

i (xj) = (1− 2(xj − xi)L′
i(xi)) · 0 = 0.

If j = i, then Li(xj) = 1 and

Ai(xj) = (1− 2(xi − xi)L′
i(xi))L2

i (xi) = 1 · 1 = 1.

Therefore,

Ai(xj) =
{

1, i = j,
0, i �= j.

Also,
A′

i(x) = 2(1− 2(x− xj)L′
i(xi))Li(x)L′

i(x) − 2L′
i(xi)L2

i (x).

If j �= i, then Li(xj) = 0 and therefore A′
i(xj) = 0 (since both terms contain a factor of Li(xj)). If

j = i, then Li(xj) = 1 and A′
i(xj) simplifies to

A′
i(xj) = 2L′

i(xj)− 2L′
i(xj) = 0.

Thus A′
i(xj) = 0, j = 0, 1, . . . , n.

(c) Since either xj − xi = 0 (if j = i) or Li(xj) = 0 (if j �= i), it follows that Bi(xj) = 0 for all
j = 0, 1, . . . , n. Now,

B′
i(x) = L2

i (x) + 2(x− xi)Li(x)L′
i(x).

If j �= i, then
B′

i(xj) = L2
i (xj) + 2(xj − xi)Li(xj)L′

i(xj) = 0− 0 = 0

since Li(xj) = 0. Also,

B′
i(xi) = L2

i (xi) + 2(xi − xi)Li(xi)L′
i(xi) = 1− 0 = 1.

Therefore,

B′
i(xj) =

{
1, i = j,
0, i �= j.

(d) We now wish to prove that {A0, . . . , An, B0, . . . , Bn} is a basis for P2n+1. Since dim(P2n+1) = 2n+2
and the proposed basis contains 2n+2 elements, it suffices to prove that the set spans P2n+1. Given
any p ∈ P2n+1, define vj = p(xj), dj = p′(xj), j = 0, 1, . . . , n. Then

q(x) =
n∑

i=0

viAi(x) +
n∑

i=0

diBi(x)
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agrees with p at each xj , and q′ agrees with p′ at each xj (see below). Define r = p− q. Then r is
a polynomial of degree at most 2n+ 1, and r(xj) = r′(xj) = 0 for j = 0, 1, . . . , n. Using elementary
properties of polynomials, this implies that r(x) can be factored as

r(x) = f(x)(x − x0)2(x− x1)2 · · · (x− xn)2,

where f(x) is a polynomial. But then deg(r(x)) ≥ 2n + 2 unless f = 0. Since we know that
deg(r(x)) ≤ 2n + 1, it follows that f = 0, in which case r = 0 and hence q = p. Thus p ∈
sp{A0, . . . , An, B0, . . . , Bn}. This proves that the given set is a basis for P2n+1.

Using the properties of A0, A1, . . . , An, B0, B1, . . . , Bn derived above, the solution to the Hermite inter-
polation problem is

p(x) =
n∑

i=0

viAi(x) +
n∑

i=0

diBi(x).

To verify this, notice that

p(xj) =
n∑

i=0

viAi(xj) +
n∑

i=0

diBi(xj).

Every term in the second sum vanishes, as do all terms in the first sum except vjAj(xj) = vj · 1 = vj .
Thus p(xj) = vj . Also,

p′(xj) =
n∑

i=0

viA
′
i(xj) +

n∑
i=0

diB
′
i(xj).

Now every term in the first sum vanishes, as do all terms in the second sum except djB
′
j(xj) = dj ·1 = dj .

Therefore p′(xj) = dj , and p is the desired interpolating polynomial.

2.9 Continuous piecewise polynomial functions

1. The following table shows the maximum errors obtained in approximating f(x) = ex on the interval [0, 1]
by polynomial interpolation and by piecewise linear interpolation, each on a uniform grid with n nodes.

n Poly. interp. err. PW linear interp. err.
1 2.1187 · 10−1 2.1187 · 10−1

2 1.4420 · 10−2 6.6617 · 10−2

3 9.2390 · 10−4 3.2055 · 10−2

4 5.2657 · 10−5 1.8774 · 10−2

5 2.6548 · 10−6 1.2312 · 10−2

6 1.1921 · 10−7 8.6902 · 10−3

7 4.8075 · 10−9 6.4596 · 10−3

8 1.7565 · 10−10 4.9892 · 10−3

9 5.8575 · 10−12 3.9692 · 10−3

10 1.8119 · 10−13 3.2328 · 10−3

For this example, polynomial interpolation is very effective.

2. The following table shows the maximum errors obtained in approximating f(x) = 1/(1 + x2) on the
interval [−5, 5] by polynomial interpolation and by piecewise linear interpolation, each on a uniform grid
with n nodes.
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n Poly. interp. err. PW linear interp. err.
1 9.6154 · 10−1 9.6154 · 10−1

2 6.4615 · 10−1 4.1811 · 10−1

3 7.0701 · 10−1 7.3529 · 10−1

4 4.3836 · 10−1 1.8021 · 10−1

5 4.3269 · 10−1 5.0000 · 10−1

6 6.1695 · 10−1 6.2304 · 10−2

7 2.4736 · 10−1 3.3784 · 10−1

8 1.0452 6.3898 · 10−2

9 3.0028 · 10−1 2.3585 · 10−1

10 1.9156 6.7431 · 10−2

Here we see that polynomial interpolation is not effective (cf. Figure 2.6 in the text). Also, we see that
piecewise linear interpolation is much more effective with n even, since then there is an interpolation
node at x = 0, which is the peak of the graph of f .

3. We now repeat the previous two exercises, using piecewise quadratic interpolation instead of piecewise
linear interpolation. We use a uniform grid of 2n+ 1 nodes.

(a) Here the function is f(x) = ex on [0, 1].

n Poly. interp. err. PW quad. interp. err.
1 1.4416 · 10−2 1.4416 · 10−2

2 5.2637 · 10−5 2.2079 · 10−3

3 1.1921 · 10−7 7.0115 · 10−4

4 1.7565 · 10−10 3.0632 · 10−4

5 1.8119 · 10−13 1.6017 · 10−4

Once again, polynomial interpolation is quite effective for this function. We only go to n = 5, since
for larger n we reach the limits of the finite precision arithmetic (in standard double precision).

(b) Here f(x) = 1/(1 + x2) on [−5, 5].

n Poly. interp. err. PW quad. interp. err.
1 6.4615 · 10−1 6.4615 · 10−1

2 4.3818 · 10−1 8.5472 · 10−2

3 6.1667 · 10−1 2.3570 · 10−1

4 1.0452 9.7631 · 10−2

5 1.9156 8.5779 · 10−2

6 3.6629 7.4693 · 10−2

7 7.1920 3.4671 · 10−2

8 1.4392 · 101 4.7781 · 10−2

For n > 8, it is not possible to solve the linear system defining the polynomial interpolant accurately
in standard double precision arithmetic. Once again, for this example, we see the advantage of using
piecewise polynomials to approximate f .

4. Let x0, x1, . . . , xn define a uniform mesh on [a, b] (that is, xi = a+ih, i = 0, 1, . . . , n, where h = (b−a)/n).
We wish to prove that

max
x∈[a,b]

|(x− x0)(x− x1) · · · (x− xn)|
(n+ 1)!

≤ hn+1

2(n+ 1)
.

Let x ∈ [a, b] be given. If x equals any of the nodes x0, x1, . . . , xn, then the left-hand side is zero, and
thus the inequality holds. So let us assume that x ∈ (xi−1, xi) for some i = 1, 2, . . . , n. The distance
from x to the nearer of xi−1, xi is at most h/2 and the distance to the further of the two is at most h. If
we then list the remaining n− 1 nodes in order of distance from x (nearest to furthest), we see that the
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distances are at most 2h, 3h, . . . , nh. Therefore,

|(x− x0)(x− x1) · · · (x− xn)| = |x− x0||x− x1| · · · |x− xn|

≤
(
h

2

)
(h)(2h) · · · (nh) =

1
2
n!hn+1.

Therefore,
|(x − x0)(x − x1) · · · (x − xn)|

(n+ 1)!
≤ 1

2
n!hn+1

(n+ 1)!
hn+1

2(n+ 1)
.

Since this holds for each x ∈ [a, b], the proof is complete.

5. We wish to derive a bound on the error in piecewise quadratic interpolation in the case of a uniform mesh.
We use the notation of the text, and consider an arbitrary element [x2i−2, x2i] (with x2i − x2i−2 = h).
Let f belonging to C3[a, b] be approximated on this element by the quadratic q that interpolates f at
x2i−2, x2i−1, x2i. Then the remainder term is given by

f(x)− q(x) =
f (3)(cx)

3!
(x − x2i−2)(x− x2i−1)(x − x2i), x ∈ [a, b],

where cx ∈ [a, b]. We assume |f (3)(x)| ≤M for all x ∈ [a, b]. We must maximize

|(x − x2i−2)(x− x2i−1)(x− x2i)|

on [a, b]. This is equivalent, by a simple change of variables, to maximizing |p(x)| on [0, h], where
p(x) = x(x − h/2)(x − h). This is a simple problem in single-variable calculus, and we can easily verify
that

|p(x)| ≤ h3

12
√

3
for all x ∈ [0, h].

Therefore,

|f(x)− q(x)| ≤ |f
(3)(cx)|

3!
· h3

12
√

3
=
|f (3)(cx)|

72
√

3
h3 for all x ∈ [x2i−2, x2i].

Since this is valid over every element in the mesh, we obtain

|f(x)− q(x)| ≤ M

72
√

3
h3 for all x ∈ [a, b].




